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Abstract: We consider the direct scattering problem that consists of the 

computation of the scattered wave generated by an incident plane wave 

and an inhomogeneous object defined in terms of the refractive index. 

From some suitable physical and geometrical hypotheses, this is 

formulated as a boundary value problem for the Helmholtz equation and, 

in turn, as the Lippman-Schwinger equation. For the numerical solution 

of this integral equation, we propose an approximation approach by using 

Radial Basis Functions (RBF), which allows a relevant reduction in the 

computational cost of the numerical procedure. This new method is 

described in full detail and its performance is shown by using a wide 

numerical experiment for the approximate solution of the Lippman-

Schwinger equation with different approaches. 

 

Keywords: Lippmann-Schwinger Equation, RBF Approximation, Direct 

Scattering 

 

Introduction 

Scattering is a general term used to describe several 

physical phenomena where moving particles or radiation, 

such as light or sound, interact with obstacles in the 

medium through which they pass. It involves several 

physical processes, such as for example acoustic 

scattering (Adam, 2017), electromagnetic scattering 

(Mansuripur, 2020), elastic scattering (Saleem, 2015), and 

quantum scattering (Belkic, 2020), and gives the 

conceptual basis and practical tools to study and solve 

several remote sensing problems in engineering (Wade and 

Drake, 2019), medicine and biology (Charalambopoulos et al., 

2008) and geology (Mao et al., 2021) just to give some 

examples. So, the analysis of scattering problems has a 

relevant role in the theoretical and applied scientific 

literature, see (Ramm, 2017; Osipov and Tretyakov, 2017; 

Devaney, 2012) for nice surveys in this field. 

The scattering problems are usually distinguished 

from direct scattering problems, providing the 

mathematical formulation to define and compute the 

scattered field from the knowledge of the scatterer and the 

incident field and inverse scattering problems, which 

define the mathematical procedures to compute some 

properties of the scatterer from the knowledge of the 

scattered fields generated by known incident fields. These 

two problems have quite different natures; the direct 

problem is usually well-posed and consists of the solution 

of a boundary-value problem for one or several 

differential equations. On the other hand, the inverse 

problem is ill-posed and its usual formulation is based on 

one or several integral equations. However, these two 

classes of scattering problems are actually strictly 

connected since almost all solution procedures for inverse 

scattering problems require the solution of the 

corresponding direct scattering problem, (van den Berg and 

Kleinman, 1997; Egidi and Maponi, 2010; 2011) for some 

examples on this connection between direct and inverse 

problems. This connection has given importance to the 

direct problems and their numerical solution as a 

fundamental tool in the reconstruction procedures. 

The numerical solution of the direct scattering 

problems has been studied in a large number of scientific 

papers and different numerical approaches have been 

proposed, such as for example (Elschner and Hu, 2012; 

Dong et al., 2022) propose a Galerkin method for the 

approximate solutions of the integral formulation of direct 

scattering problems; (Coifman et al., 1999; Maponi, 2005; 

Egidi et al., 2007; Egidi and Maponi, 2008; 2004) propose 

perturbation approaches for the integral formulation of the 

direct scattering problem; (Ganesh and Hawkinsb, 2019; 

Egidi and Maponi, 2009) propose a fast multipole 

method for the integral formulation of the direct 

scattering problem; (Kanaun, 2015) proposes a 

Gaussian-RBF method to numerically solve the integral 

formulation of a direct scattering problem; (Li et al., 

2018) the numerical solution of the differential form of 

the problem equipped with perfectly matched layer; 

(Duhamel, 2022) the finite element solution of the 

differential form of the problem; (Li et al., 2018) the 

numerical solution of the differential form of the 

problem equipped with absorbing boundary conditions. 
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In this study, we consider a time-harmonic 

electromagnetic scattering problem, where the 

symmetries of the obstacle and of the incident wave allow 

the formulation of the problem by a boundary value 

problem for the Helmholtz equation. For this problem, a 

simple application of the green formulas gives rise to the 

Lippmann-Schwinger equation, which is an integral 

equation appearing in several scattering problems in 

acoustics (Prunty and Snieder, 2020), electromagnetism 

(Kirsch and Lechleiter, 2009) and quantum mechanics 

(Kukulin and Rubtsova, 2003). So, any advance in the 

solution of this equation constitutes a relevant 

contribution to the theoretical and applied analysis of 

scattering problems. We propose an RBF approach to the 

numerical solution of the Lippmann-Schwinger equation 

based on the colocation method (Atta and Youssri, 2022; 

Youssri and Atta, 2023). The proposed method allows a 

reduced computational cost of the approximation scheme 

when a suitable decomposition is used for the elements in 

the considered radial basis, see (Egidi, 2022) for details. 

However, this method can be easily generalized to other 

RBF kernels and other integral equations. We provide a 

detailed description of this method and a wide numerical 

experiment to test its numerical performance. 

The Formulation of the Scattering Problem 

We start by introducing the main notation. Let ℝ, ℂ be 

the set of real numbers and complex numbers, 

respectively. Let ℝ𝑁,ℂ𝑁 be the N-dimensional real 

Euclidean space and the N-dimensional complex 

Euclidean space, respectively. Let x, y∈ℝ𝑁, we denote 

with 𝑥𝑡𝑦 the Euclidean scalar product of x and y , the 

superscript t means transposed and x  denotes the 

Euclidean norm of x. Let 𝕊 = {𝑥 ∈ ℝ2: ‖𝑥‖ = 1}. We 

denote   the imaginary unit. We denote with ℝ𝑀×𝑁 , ℂ𝑀×𝑁 

the space of real and complex matrices, respectively, 

having M rows and N columns. 

We consider an electromagnetic wave propagating 

in a homogeneous medium containing a penetrable 

obstacle. The interaction of the wave with the obstacle 

generates a scattered electromagnetic wave. We 

consider the following direct scattering problem: 

compute the scattered electromagnetic field from the 

knowledge of the obstacle and the incident 

electromagnetic field. 

In the aforementioned problem, we assume that the 

obstacle is completely characterized by the refractive 

index. Moreover, some physical and geometrical 

assumptions are considered in order to simplify the 

formulation of the problem: (a) the obstacle has 

cylindrical symmetry and, for simplicity, its symmetry 

axis coincides with a coordinate axis, (b) The obstacle 

cross section is bounded, (c) All the electromagnetic 

waves are time-harmonic with wave number k>0, (d) the 

incident electromagnetic wave is an electromagnetic 

plane wave having polarization parallel to the symmetry 

axis of the obstacle. These assumptions allow the 

reduction of the Maxwell equations. In particular, let u 

be the component of the electric field parallel to the 

polarization vector, and let x= (x1, x2)t∈ℝ2 be the 

variables along the coordinate plane orthogonal to the 

symmetry axis of the obstacle. From the symmetry of 

the problem, we have that 𝑢 depends only from x and, by 

straightforward calculation with the Maxwell equations, it 

is the solution to the problem ((Stratton, 2007) Chapter 6 

and (Maponi et al., 1997)): 
 

∆𝑢 + 𝑘2𝑛(𝑥)𝑢 = 0, 𝑥 ∈ ℝ2 (1) 

 

𝑢(𝑥) = 𝑢𝑖(𝑥) + 𝑢𝑠(𝑥), 𝑥 ∈ ℝ2 (2) 

 

lim
‖𝑥‖→+∞

√‖𝑥‖(�̂�𝑡 ∙ ∇𝑢𝑠 − 𝜄𝑘𝑢𝑠) = 0, �̂� ∈ 𝕊 (3) 

 

where, ∆ is the Laplacian operator, ∇ is the gradient 

operator, k is the wave number, n(x) is the refractive index 

of the medium at x∈ℝ2, ui(x) =𝑒𝜄𝑘𝑑𝑡𝑥, x∈ℝ2 is the incident 

plane wave with direction d = (cosα, sinα)t, us(x), x ∈ℝ2 

is the scattered wave, �̂� =
𝑥

‖𝑥‖
∈ 𝕊, 𝑥 ≠ 0. We note that (3) 

is the Sommerfeld radiation condition and gives a 

boundary condition for the problem (1-3). The solution to 

this problem is the scattered wave us and it can be used in 

a more precise definition of the direct scattering problem: 

Given k, α, n; compute the solution us(x), x∈ℝ2, of the 

problem (1-3). Let L be the characteristic size of the 

obstacle, we consider the wave number 𝑘 in the resonance 

region, that is kL|n| ≈ 1, where other approximations like 

high/low-frequency expansions are not possible. 

We also suppose that the refractive index n = 1 

outside the obstacle, so the contrast index m(x) = 1-n(x), x

∈ℝ2 has a support set coinciding with the position 

D⊂ℝ2 of the scatterer. From hypothesis (b) above, we 

have that D is a bounded set; let B⊂ℝ2 be a domain 

such that B⊇D, from the problem (1-3) and the Green 

formulas we can obtain the Lippmann-Schwinger 

equation (Colton and Kress, 2019): 

 

( )
2

(1)

0( ) ( ) ( ) ( ),
4

i

B

k
u x H k x y m y u y dy u x x B D


+ − =  

 (4) 

 

where, (1)

0H is the Hankel function of first kind and order 

0, (Abramowitz and Stegun, 1965) for details. For integral 

Eq. (4) there exist several results of the existence and 

uniqueness of the solution, (Colton and Kress, 2019) for 

the case of bounded inhomogeneities. 
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Remark (circular inhomogeneity). We consider a 

circular inhomogeneity: 
 

0 ,
( )

1,

n x R
n x

x R

 
= 



  (5) 

 

where, n0 ∈ℂ, n0  1, is a constant refractive index and R>0 

gives the radius of the obstacle. In this case, the solution 

of Eq. (4) can be expressed as follows: 
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 (6) 

 
where, θx∈ [0,2π) is the angular variable of x, Jl is the 

Bessel function of order l and Hl is the Hankel function of 

the first kind and order l, (Abramowitz and Stegun, 1965) 

for details; moreover: 
 

(1) (1)

1 0 0 1 0( ) ( ) ( ) ( )l l l l lD H kR J k n R n H kR J k n R+ += −  
 

1 0 0 1 0( ) ( ) ( ) ( )l l l l lN J kR J k n R n J kR J k n R+ += −  
 

Appendix A gives a schematic proof of this formula. 

The Numerical Solution of the Lippmann-

Schwinger Equation 

We consider the collocation method for the 

numerical solution of Eq. (4). So, the approximation U 

of u is given by: 
 

1

( ) ( ),
L

l l

l

U x c x x B
=

=   (7) 

 
where,  1 2 L, ,...,    are known independent functions 

and {c1, c2,...,cL} are unknown coefficients. Given L 

distinct points x1, x2,...,xL∈B, usually called collocation 

nodes, we consider: 
 

2
(1)

0

1

( ) ( ( ) ( )
4

( ), 1,2,...,

L

l j j l l

l B

i

j

k
x H k x y m y y dy c

u x j L


 

=

 
+ − = 

 

=

 
 (8) 

 
which is a linear system for the coefficients {c1, c2,...,cL}. 

Each entry of the coefficient matrix requires the computation 

of a two-dimensional integral of a non-smooth function, in 

fact, the Hankel function (1)

0H has an integrable singularity at 

the origin and the contrast index 𝑚 is usually characterized 

by bounded jumps. We note that quadrature formulas can be 

easily adapted to the continuity properties of m in the solution 

of the direct scattering problems since function m is known, 

but this is a hard task in the solution of the inverse problem 

where (4) has to be solved with different tentative functions 

m without precise information on its continuity properties. 

As a consequence, the computational time of matrix entries 

in (8) is a critical aspect of the numerical solution of this 

linear system. 

A possible approach to reduce the computational time 

of matrix entries in (8) is given by the approximation of the 

integral operator in (4) through degenerate integral 

operators. These operators have an integral kernel 

expressed as a sum of terms made of two factors: one 

depending on variable x, the other depending on the 

variable y , (Kress, 1999) for details; so, these kernels 

resemble the addition formula for Hankel functions, see 

formula (17) in the appendix. Unfortunately, this formula 

has no global convergence and cannot be easily used in (8). 

We propose to approximate the integral operator in (4) 

by a new family of degenerate integral operators defined 

through the use of a radial basis in (7). More precisely, let

1 2, ,..., Ly y y ∈B be given points, we define: 
 

( )( ) , , 1,2,...,l lx x y x B l L = −  =  (9) 

 

So, linear system (8) becomes: 
 

( )

( )

1

2
(1)

0

(

( ) ( ) )
4

( ), 1,2,...,

L

j l

l

j l l

B

i

j

x x

k
H k x y m y y x dy c

u x j L



=

 − +

−  − =

=




 (10) 

 
where, we have used collocation nodes as RBF centers, 

i.e., yl = xl, l = 1,2,..., L. We can observe that in (10) 

function Φ plays a similar role to the integral kernel (1)

0H . 

This can be profitably used in the definition of degenerate 

integral operators that approximate the original operator; 

in fact, the integral kernel is a datum of the problem 

instead function Φ can be chosen as one of many possible 

RBF kernels (Fasshauer, 2007). We show this 

approximation procedure for a particular choice of a 

mother function Φ, i.e., the inverse multiquadric function, 

but this approach can be easily generalized to other RBF 

kernels and also other integral equations. 
Thus, we consider the inverse multiquadric function 

with shape parameter τ: 
 

( )
2

2

1 1
x y

X Y
x y

 − = =
−

+ −

 (11) 

 
where, X = (xt, 0)t, Y = (yt, τ)t∈ℝ3, with x, y∈ℝ2. 

Let (ρx,π/2,ωx), ρx ≥ 0, ωx ∈ [0,2π) be the spherical 

coordinates of ( ), , ,y y yX t   ,  2 2, 0,y yt y  = +  , 

𝜔𝑦 ∈ [0,2𝜋) be the spherical coordinates of Y. From Taylor 

expansion of (11) at ρx = 0 we can show that (Egidi, 2022): 
 

( )
0 0

2
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0 0

( )!
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( )!
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v v

v n n y

n v

n n
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= =

−
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+

− =





 (12) 
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where εν = 1 if ν = 0 and εν = 2 if ν> 0, for ν = 0, 1,...,n, Pn
ν are 

the Legendre functions of degree n and order ν, (Abramowitz 

and Stegun, 1965) for details. We note that, in each 

addendum of the series in (12), functions gn,ν, fn,ν, ν = 0, 1,..., 

2n, n∈ℕ gather all the terms depending on x, y respectively; 

in particular, each index ν>0 in the first expression generates 

two addenda in the second expression due to the addition 

formula for cosine. 

The convergence of the series in (12) is guaranteed for 

ρx<ty; however, its rate of convergence is a critical aspect in 

devising an effective approximation of the integral kernel 

in (4). To this aim, we can improve the convergence rate of 

this series by a translation argument; in particular, let z∈ℝ2 

be a point near x such that x z z y−  − , then formula 

(4) can be considered for function: 

 

( ) ( ) ( )( ) ( )x y x z y z   − = − − − = −  (13) 

 

where, the new variables ξ= x− z, η = y − z ensure a higher 

convergence rate for series in (4). 

We note that translation techniques are at the base of fast 

multipole methods (Ganesh and Hawkinsb, 2019; Egidi and 

Maponi, 2009), however, the following numerical example 

shows the efficacy of the expansion (12) enhanced with the 

translation (13) in our case. 

Example (Decomposition of the inverse 

multiquadric function by using the translation). We 

consider function (11) with x, y ∈ [0,1]×[0,1]. Table 1 

reports the maximum absolute error E in formula (12), 

where the series is truncated at n = d. The error E is 

computed by using N = 1024 points in a uniform 

Cartesian grid of [0,1]×[0,1]; moreover, the translation 

variables z  are given by Nz = 16 points in a uniform 

Cartesian grid of [0,1]×[0,1]. The error E0 is computed 

in the same way but without using the translation 

strategy, i.e., 0z = is considered. 

We consider the decomposition formula (12) to 

approximate the entries of the coefficient matrix in (10). 

Let {B1, B2,..., BS} be a partition of B and zs∈Bs, s = 1,2,..., 

S be proper translation variables. Let d∈ℕ be the 

truncation index in the series of formulas (12). We 

denote with Aj,l, j, l = 1, 2,..., L the entries of the 

coefficient matrix in (10); from (12) and (13) we have 

the following approximation: 

 

( ) ( ) ( )

( ) ( ) ( )

( ) ( )

2
(1)

, 0

2
(1)

0

1

2 2
(1)

0 ,

1 0 0

,

( )
4

( )
4

( ) ( ) ( )
4

( )

S

S

j l j l j l
B

S

j l j l
B

s

S d n

j l j n v s
B

s n v

n l s

k
A x x H k x y m y y x dy

k
x x H k x y m y y x dy

k
x x H k x y m y f y z dy

g x z







=

= = =

=  − + −  − =

 − + −  − 

 − + − −

−





 

 (14) 

Table 1: Error in the decomposition formula (12) with the 

translation (13) 

τ d E E0 

  1 8 1.15·10-8 2.57 
  1 10 2.56·10-10 4.61 
10 8 6.93·10-17 4.34·10-10 
10 10 6.98·10-17 8.04·10-12 
0.5 8 9.95·10-7 1.36·103 
0.5 10 09.95·10-7 3.77·103 
 

Hence, the approximation of the coefficient matrix A 

has the following structure: 
 

A FG  +  (15) 
 
where, Φ∈ ℝ𝐿×𝐿 as entries given by the first addendum on 

the right-hand side of (14), F∈ℝ𝐿×𝑆(𝑑+1)2
 has entries given 

by the integral terms and G∈ℝ𝑆(𝑑+1)2×𝐿 has entries given 

by functions gn,ν, ν= 0, 1,..., 2n, n∈ℕ and different 

translation variables. So, if we suppose that all functions in 

formula (15) have negligible cost with respect to the costs 

CB, and CS of the numerical integration over B, Bs, 

respectively, for the computational costs CA, CΦ+FG of the 

coefficient matrix in (10) and (14), respectively, we have: 
 

2

A BC L C=  
 

( )
2

1FG sC S d LC+ = +  
 

Moreover, if we suppose CS = CB/S, since B is 

partitioned in {B1, B2,..., BS}, we obtain: 
 

( )
2

1FG BC d LC+ = +  
 

So, the decomposition of matrix A allows a reduction of 

the computational cost of (10) when (d+1)2 <L. We note that 

also matrix Φ can be decomposed by (12), however, this is 

usually not convenient from a computational point of view. 

Results 

We present the results of a numerical experiment to 

test the performance of the proposed method. In the 

numerical test, we consider the solution of the 

Lippman-Schwinger Eq. (4), or equivalently the 

boundary value problem (1-3), for obstacles having 

different shapes and different refractive indices, these 

obstacles are described in (Fig. 1). 

So, we consider the four obstacles obtained by 

combining these shapes, i.e., Circle (center 0 and radius 1), 

Square (center 0 and edge length 2), and these refractive 

indices, i.e., n1 and n2. For all the obstacles, Eq. (4) is 

defined by using B = [−1.5,1.5]×[−1.5,1.5]. A unique 

wave number, i.e., k = 1, and a unique incidence direction, 

i.e., α =
3


are considered for the sake of brevity, however, 

analogous results can be obtained for wave numbers with 

similar magnitude and different incident waves. 
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Fig. 1: The obstacles considered in the numerical experiment 

(from top to bottom): Circle, square and the refractive 

indices on the right 

 

The numerical solution of (4) is computed by using the 

discretization scheme (8) with different representation bases: 

 

RBF The base (11) is used in (8), so the discretization 

scheme (10) is solved to compute the coefficients 

{c1,c2,...,cL} of (7) 

DEC The base (11) is used in (8) together with the 

decomposition (12), so the coefficients {c1,c2,...,cL} 

of (7) are computed by the discretization scheme 

(10) with the approximated coefficient matrix 

(14), where {B1, B2,..., BS} is a uniform partition 

of B and zs the center of Bs, s = 1, 2,..., S 

PWB Let G = {(ap, bq) ∈B, with a0 <a1 < ··· <aP, b0 <b1 

< ··· <bQ, P, Q∈ℕ}, be a grid on B. In (7), we 

consider the piecewise bilinear base on this grid, 

so for each index l in (7) there exists (ap, bq) ∈G 

such that 
l (ap, bq) = 1, 

l (x) = 0, x

1 1 1 1, ,p p q qa a b b− + − +
       and 

l  is a bilinear function 

in each interval 1 1, ,i i j ja a b b− −
       with i = p, 

p+1, j = q, q+1. This base is used in (8), which is 

solved to compute the coefficients {c1, c2,...,cL} 

of (7). In particular, the numerical experiment is 

done with uniform grids G on B 

 

In Tables 2-3 and (Fig. 2) the different methods are 

compared in terms of the accuracy and the 

computational cost of the numerical solution of (4). The 

accuracy is evaluated by the relative l2 error E in the 

numerical solution of (4); the parameter E is computed 

by using formula (6), which gives the exact solution in 

the case of circular obstacles and by using the 

approximation method itself with a finer discretization 

in the case of square obstacles. In particular, the 

parameter E in Table 2 (circular obstacles) is computed 

by formula (6), where the series index is truncated to |l| = 20. 

In Table 3 (square obstacles) the parameter EPWB for the 

PWB method with L = N2 basis elements is computed by 

the same method with L = (N+1)2 basis elements. The 

parameters ERBF, and EDEC for RBF and DEC methods, 

respectively, with L = N2 RBF elements are computed by 

the RBF method with L = (N +1)2 RBF elements. It is 

worth noting that the shape parameter τ in methods 

RBF and DEC has been calibrated by using circular 

obstacles, where the exact solution is known. The 

computational cost is evaluated by the elapsed time T 

(in seconds) in the numerical solution of (4). Integrals 

in (8), (10), and (14) are evaluated by a generalized 

Gauss-Legendre quadrature formula. The solution of 

linear systems (8), (10) is computed by Gaussian 

elimination with partial pivoting. 

From Tables (2-3) and (Fig. 2) we can see that the 

collocation method gives satisfactory results with all the 

considered bases. In particular, RBF has a higher 

computational cost than PWB, but it gives also more 

accurate numerical solutions of (4). It is worth noting 

that the DEC method provides a more accurate result 

than the PWB method and with a reduced computational 

cost with respect to the RBF method when the two 

parameters S and d have been properly chosen. A 

preliminary rule arising from these results is to prefer the 

increase of parameter S with respect to the increase of d. 

However, a proper balance of these two parameters with 

respect to the particular problem to be solved is probably 

the right rule to obtain the best performance of the DEC 

method. Future studies of this method have to establish 

such a rule to select optimal parameters S and d. 

All the results have been obtained by Matlab 

software package running on a workstation HP 

EliteDesk 800G3 TWR, equipped with Intel(R) 

Core(TM) i7-7700 CPU3.60GHz, with 32GB RAM and 

operative system Microsoft Windows 10 Pro. 
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Table 2: Numerical results for the two obstacles with shape Circles. For every method: L is the number of base elements in (7), this 

column is shared by all the methods; E is the relative l2 error in the numerical solution of (4); T is the elapsed time (in seconds) 

in the numerical solution of (4); τ is the shape parameter in (11), this column is shared by methods RBF and DEC; S and d 

are the decomposition parameters in (14) (only method DEC). The notation x(y) stays for x·10y 

Shape: Circle-refractive index: n1 

---------------------------------------------------------------------------------------------------------------------------------------------------------------- 

 PWB   RBF  DEC 

 ----------------------------  -------------------------- ---------------------------------------------------------- 

L EPWB TPWB τ ERBF TRBF S d EDEC TDEC 

25 5.9(-2) 2.4(-1) 2.5 1.5(-2) 2.9(0) 25 5 2.4(-2) 2.9(0) 

25   2.5   100 5 1.5(-2) 1.1(1) 

25   2.5   100 10 1.5(-2) 3.5(1) 

100 1.2(-2) 4.0(0) 1.0 2.8(-3) 4.2(1) 25 5 1.9(-2) 1.1(1) 

100   1.0   100 5 5.4(-3) 4.1(1) 

100   1.0   100 10 5.4(-3) 1.3(2) 

400 2.8(-3) 6.3(1) 1.0 1.3(-3) 6.9(2) 25 5 4.0(-2) 4.2(1) 

400   1.0   100 5 4.4(-3) 1.7(2) 

400   1.0   100 10 4.6(-3) 5.5(2) 

Shape: Circle-refractive index: n2 

25 5.3(-2) 2.1(-1) 2.5 1.8(-2) 2.9(0) 25 5 2.9(-2) 2.7(0) 

25   2.5   100 5 1.8(-2) 1.1(1) 

25   2.5   100 10 1.5(-2) 3.5(1) 

100 1.1(-2) 3.7(0) 1.0 3.4(-3) 4.2(1) 25 5 2.3(-2) 1.0(1) 

100   1.0   100 5 5.6(-3) 4.1(1) 

100   1.0   100 10 5.6(-3) 1.3(2) 

400 2.9(-3) 6.1(1) 1.0 1.5(-3) 6.4(2) 25 5 4.7(-2) 4.0(1) 

400   1.0   100 5 4.7(-3) 1.6(2) 

400   1.0   100 10 4.7(-3) 5.3(2) 

 

Table 3: Numerical results for the two obstacles with the shape Square. For every method: L is the number of base elements in (7), 

this column is shared by all the methods; E is the relative l2 error in the numerical solution of (4); T is the elapsed time (in 

seconds) in the numerical solution of (4); τ is the shape parameter in (11), this column is shared by methods RBF and DEC; 

S and d are the decomposition parameters in (14) (only method DEC). The notation x(y) stays for x·10y 

Shape: Square-refractive index: n1 

---------------------------------------------------------------------------------------------------------------------------------------------------------------- 

 PWB   RBF  DEC 

 ------------------------  ---------------------- ------------------------------------------------------------------ 

L EPWB TPWB τ ERBF TRBF S d EDEC TDEC 

25 3.8(-2) 2.4(-1) 2.5 8.2(-3) 2.7(0) 25 5 8.2(-3) 3.0(0) 

25   2.5   100 5 7.6(-3) 1.1(1) 

25   2.5   100 10 7.6(-3) 3.6(1) 

100 7.2(-3) 3.8(0) 1.0 1.5(-3) 4.0(1) 25 5 3.1(-3) 1.1(1) 

100   1.0   100 5 5.4(-3) 4.3(1) 

100   1.0   100 10 5.4(-3) 1.4(2) 

400 1.9(-3) 6.2(1) 1.0 7.6(-4) 6.4(2) 25 5 2.9(-3) 4.3(1) 

400   1.0   100 5 3.7(-3) 1.7(2) 

400   1.0   100 10 3.7(-3) 5.5(2) 

Shape: Square-refractive index: n2 

25 3.2(-2) 2.1(-1)  2.5 9.5(-3) 2.6(0) 25 5 9.6(-3) 2.8(0) 

25   2.5   100 5 8.8(-3) 1.1(1) 

25   2.5   100 10 8.8(-3) 3.6(1) 

100 7.1(-3) 3.7(0) 1.0 1.7(-3) 4.0(1) 25 5 3.5(-3) 1.1(1) 

100   1.0   100 5 4.5(-3) 4.3(1) 

100   1.0   100 10 4.5(-3) 1.4(2) 

400 1.7(-3) 6.2(1) 1.0 9.1(-4) 6.2(2) 25 5 2.8(-3) 4.3(1) 

400   1.0   100 5 3.9(-3) 1.7(2) 

400   1.0   100 10 3.9(-3) 5.5(2) 
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Fig. 2: The results of the numerical experiment (from top to 

bottom): the average of the errors obtained for the various 

obstacles (top diagram), the average of the computational 

time for the various obstacles (bottom diagram) 
 

Conclusion 

We considered a direct scattering problem for time-

harmonic electromagnetic waves. From some symmetry 

hypotheses, this problem can be formulated as a two-

dimensional boundary value problem for the Helmholtz 

equation. Moreover, from standard arguments on 

potential theory, the scattering problem is reformulated as 

the Lippman-Schwinger equation. 

For the solution of this integral equation, we have 

considered the collocation method with RBF as a 

representation basis. The resulting discretization scheme 

has a coefficient matrix defined by two-dimensional 

integrals for non-smooth integrand functions. So, a 

critical aspect of this method is the computational cost of 

the coefficient matrix. In order to overcome this difficulty, 

we have proposed a decomposition scheme in the special 

case of inverse multiquadric RBF. 

We reported the results of a numerical experiment to test 

the proposed method. From these results, we can conclude 

that the RBF-collocation method is able to compute an 

accurate numerical solution of the Lippmann-Schwinger 

equation even if the basis is not adapted to the shape of the 

obstacle; it is worth noting that this is an important feature of 

the method in the solution of the inverse problem, where the 

shape of the obstacle is not known. Moreover, the numerical 

results have shown that the decomposition schemes for RBF 

can provide a powerful tool to reduce the computational cost 

of the overall numerical procedure ensuring at the same time 

a reasonable accuracy in the computed solution. 

These promising results deserve further analysis mainly 

in the stabilization techniques of the approximation scheme, 

in the improvement of the efficiency of the decomposition by 

using the properties of the Hankel function, and in the 

application of these new discretization schemes in the 

numerical solution of the inverse scattering problem. To this 

aim, an important step is the achievement of accurate error 

estimation in formula (15) in order to have precise control of 

the translation technique and the expansion formula. 
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Appendix A 

The Scattered Field of the Circular Inhomogeneity 

We consider the circular inhomogeneity (5). From the 

separation of variables of the Helmholtz operator in polar 

coordinates, the solution u of Eq. (4) can be assumed in 

the following form: 
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where, for every integer l, al, bl are unknown coefficients, 

Jl is the Bessel function of order l and (1)

lH is the Hankel 

function of first kind and order l, (Abramowitz and 

Stegun, 1965) for details. We noate that u defined in (16) 

satisfies the Sommerfeld radiation condition (3) as a 

consequence of the properties of Hankel functions. The 

unknown coefficients in (16) can be computed by 

substituting this expression in Eq. (4). In this 

computation, we have to use the addition formula for the 

Hankel functions and the plane wave expansion, see 

(Abramowitz and Stegun, 1965) for details: 
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where, d = (cosα, sinα)t, (ρx, θx), (ρy, θy) are the polar 

coordinates of x and y , respectively. We note that (17) 

holds also in the case x y
 
by exchanging the roles 

of variables x and y . We start by considering the 

integral in (4) for x ∈ℝ2, with x R ; rewriting this 

integral in the polar coordinates (ρy, θy) and substituting 

(16), (17) we obtain: 
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where m0 = 1− n0 and Dl is defined below Eq. (6). In 

particular, the second equality can be easily obtained by 

using the orthogonality of the trigonometric basis and 

explicit integration formulas for Bessel functions, see 

(Abramowitz and Stegun, 1965) for details. Now, the first 

part of (6) can be obtained by substituting in (4) the 

relations (16), (18) and (19). 

When x R , from (16), (17) we obtain the following 

expression for the integral in (4): 
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where Dl, Nl are defined below Eq. (6). From (20) the 

second part of (6) is obtained by using again (4), (16) 

and (19). 
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