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Abstract: In many domains such as digital photography, remote sensing, and medical
imaging, improving image clarity is essential. It is frequently difficult for traditional
methods to strike a balance between preserving significant image details and reducing
noise. This work presents a novel method for improving images by utilizing adaptive
regularization techniques. In order to effectively reduce noise and preserve fine details,
the suggested method dynamically modifies the regularization parameters based on
local image characteristics. This study offers a novel method for improving image
clarity through adaptive regularization. Our approach produces better noise reduction
while maintaining important details, especially edges, by dynamically modifying the
regularization parameter based on image properties. By contrasting our method with
conventional regularization techniques, experimental results demonstrate effectiveness
of adaptive regularization method.

Keywords: Super Resolution, Adaptive Regularization, PSNR, SSIM, Adaptive
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Introduction
Image sharpness (Yu & Xie, 2020; Xu et al., 2020;

Dong & Ma, 2019) is an essential component of
contemporary image processing, with numerous
applications in areas like medical imaging, satellite
image interpretation, surveillance, and computer vision.
As dependence on digital imaging grows in these
domains, the demand for clearer, more precise images
becomes ever more vital. However, several problems like
noise, blurriness, and low resolution can greatly diminish
image quality, complicating the extraction of valuable
information. Thus, there is an urgent requirement for
effective image enhancement (Janani et al., 2015)
techniques that can boost clarity while maintaining
critical features.

Magnification of the area of interest is an important
application in surveillance, scientific, medical and
satellite imaging. It is often necessary to magnify objects
that are present on the scene, such as the face of the
perpetrator or the number plate of a vehicle (Singh et al.,
2016). In medical imaging techniques such as CT and
MRI, high resolution images are very useful for accurate
diagnosis; in Earth and Moon satellite imagery, high
resolution images can capture more detailed
geographical features and help in operations such as
segmentation (Mohan et al., 2017), detection
(Kumaravel et al., 2019; Saffari et al., 2015; Fairag et
al., 2022) and detection (Yu & Xie, 2020). Super-
resolution imaging can also demonstrate its usefulness in
various other situations. Using standard photographic
equipment in poor weather conditions, using super-
resolution technology can solve many problems.

Depending on the number of input images, the super-
resolution of the image may be divided into single image
super-resolution and multiple image super-resolution.
When several low resolution images of the same scene
are used to generate a high resolution image, they are
referred to as multiple images super resolution; when one
degraded lower resolution image is used for the
estimation, it is referred to as single image super
resolution. Single image resolution is not only
significantly more efficient than multiple image
resolution in the application, but also offers a wider
range of practical application scenarios.

Adaptive regularization (Zhao et al., 2020) facilitates
edge-aware smoothing, signifying it can maintain sharp
transitions between areas (e. g. , boundaries or object
edges) while effectively smoothing homogeneous
regions. Techniques of adaptive regularization more
efficiently reduce noise compared to conventional
methods by applying stronger regularization in noisy
areas and less regularization where intricate details exist.
Unlike traditional methods that might implement
uniform smoothing across the image, adaptive
regularization can prevent overflow. This usually results
in the degradation of vital image features. The
preservation of regularization is localized, ensuring that
high-frequency areas (edges, textures) are retained. In
circumstances involving low light or considerable noise,
like nighttime photography, medical imaging, and low-
quality video streams, adaptive normalization produces
higher-quality images that sustain diagnostic or
analytical significance while minimizing noise artifacts.
In contexts where delicate textures and minute details are
critical (such as facial recognition, handwriting analysis,
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and texture-based image retrieval), adaptive
normalization ensures these details are retained,
enhancing the image's overall clarity.

Related Work

The enhancement of image clarity via adaptive
regularization has garnered significant interest within the
spheres of image processing, computer vision, and
computational photography. Over the past few decades,
various techniques have been created to improve the
quality of degraded images. Traditional approaches
generally rely on static, global assumptions that fail to
adapt to local image features. On the other hand,
adaptive regularization offers a more flexible method by
adjusting regularization parameters dynamically to match
the distinct properties of an image, enabling more
effective noise removal and edge preservation. This
section reviews relevant studies in the literature that
concentrate on improving image clarity through adaptive
regularization techniques, highlighting key
advancements, challenges, and trends.

Janani et al. (2015) introduced a new method for
obtaining super resolution images from diffusion
membranes. The process starts with a heavily cropped
image to capture the overall image of the scene and
focuses on a particular feature of the scene. The model
parameters are generated from the maximum zoom level
and the high resolution image is reconstructed using the
maximum posteriority (MAP) (Peng et al., 2020)
estimation of the Markov Random Field (MRF) model
and the regularization technique of the spectral analysis
representation (SAR) model. Suresh and Srinivasa
(2016) developed a time dependent SR convolution
model based on a constrained variational framework,
using total variance as a regularization function to
maintain the sharpness of the image. This technique
separates the image textures and smooth components and
improves the smooth areas by means of a
recommendation.

Xu et al. (2020) has introduced the single-image
technique, which uses fractal analysis. The indefinite
nature of fractal dimensions helps to clarify the
sacredness of the sacredness of the image. The method
was evaluated using child, koala and Kodak images,
which resulted in specific Root Mean Square errors.
However, remembering only image graduations as fractal
metrics may not be optimal for complicated content.

Chambolle & Lions (1997) concentrated on a
spatially weighted Total Variation (TV)-based SR
method that includes data spread across the image to
decrease artifacts in larger regions while maintaining
edges. This technique was applied to aerial, spot-5, and
cameraman images, yielding high Peak Signal-to-Noise
Ratio (PSNR) values. Ren presented a super-resolution
technique that employs fractional order Total Variation
(TV) for regularization (Chen et al., 2021). This strategy
assists in conserving texture details, discontinuities, and

visual structures, which are vital for preserving the
image's integrity.

Blomgren et al. (2002) proposed a framework
integrating features of Total Variation and regression for
Gaussian process (GPR) for super resolution, specifically
for iris images with long range. The technique calculates
the motion vectors using the diamond search method and
uses the GPR linear kernel covariance function to
superimpose the images. This approach also includes
identity verification, which is useful for the use of
multiple identifiers. Dr. Shifu developed a hybrid TV
super-resolution technique that integrates both local and
non-local elements for image recovery in Wireless
Sensitive Networks (WSN). To optimize the deployment
of wireless sensor nodes for maximum coverage, high-
speed execution, and reconfigurability in dynamic
sensing environments (Umashankar et al., 2019; Fang &
Qianting, 2019). The Adaptive beamforming techniques,
like Variable Step Size Griffiths Method findings are
relevant for the design and optimization of smart antenna
systems in mobile communication networks, aiming to
enhance capacity and reduce interference (Thazeen et al.,
2021).

Zhang et al. (2020) improved blind image deblurring
by leveraging a novel tri‑segment intensity prior,
segmenting pixel intensities into low, mid, and high
ranges. This addresses the limitation of existing priors
that commonly focus only on low-intensity changes and
neglect blur effects across the entire intensity spectrum.

Methodology
Cai et al. (2012) focused on increasing the resolution

of Synthetic Aperture Radar (SAR) images by
smoothing, segmentation and optimization by Alternative
Direction Multiplication (ADMM) techniques,
improving image quality and extracting features. This
approach adjusts the TV regularisation parameter at each
stage, increasing the quality of the reconstruction of the
TV images while remaining resistant to noise pollution.
The split-second technique is used to effectively reduce
the speckle noise that is often encountered in SAR
images and to ensure that high resolution images are
obtained with minimal artefacts.

Three categories of super-resolution techniques are
described by the candlelight: interpolation methods,
reconstruction methods and learning methods (Mamta &
Dutta, 2017). The most direct method of achieving super
resolution is through interpolation, which produces high-
resolution pixel estimates from the diffuse environment.
Although the advantages of basic interpolation
techniques such as bilinear or bicubic methods are low
computational costs and high performance in real time.
Hence, the resulting low quality image reconstruction
may sometimes result in ringing and too smooth
distortions. Reconstruction techniques are usually used
to exceed the target resolution and produce high-
resolution images from low-resolution images, but the
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clarity of the reconstructed image gradually deteriorates.
Significant magnification or a limited selection of
images are available for input. In some cases, the output
may be excessively smooth and devoid of valuable detail
in the implicit deep recession (Koh et al., 2021). Both
learning methods and low resolution image-based prior
knowledge can be fully exploited in a reconstruction
approach based on super-resolution learning (Mahendra
et al., 2019). Increased reconstruction results may be
achieved even at significantly higher intensities.
Therefore, the most promising technology for different
real-world applications is supervisory brainstorming.

Fig. 1: Architectural diagram for learning based Super
Resolution

Figure 1 shows a lesson-based supervisory referral
(SLR) procedure. In this method, as an input an image
with low resolution is used. It is then segmented into
slices. The high-resolution image is first estimated, and
dictionaries for both high and low resolution are
generated during the patching process. The next stage
uses iterative approach to refine the estimation for a
super-resolution image. By integrating these features into
the current super-resolution image resolution of image
estimation improves significantly.

Super resolution with Single image combines
techniques to transform a low resolution single image
into a high quality image. The proposed approach starts
with a single low resolution image and divides it into
uniformly sized slices. The estimation of super-
resolution image is obtained by increasing the sample
size of the input image. Gradually with iteration
restoring the missing information into the super-
resolution image in the next step. The enhanced super-
resolution image shall be evaluated against the final
super-resolution image at each iteration. Iterative method
helps in improving super-resolution image estimation.
Additional details are computed with each iteration.

Mathematical Representation of ASDS-AR Method

Adaptive Spatial Domain Segmentation (ASDS)

This part suggests segmentation in the spatial domain
with adaptivity. This could imply that the image is
divided into regions (or segments), and the enhancement
or filtering applied to each segment depends on certain
local properties (like intensity, texture, or gradient).

Let the original image be represented as I(x,y) where
(x,y) are the spatial coordinates of each pixel.

A segmentation algorithm divides the image into
regions R1 , R2, …, Rn based on some criteria.
Mathematically, this can be represented as:

Active Regions (AR)

The active regions refer to specific areas within the
image that are either more interesting (e.g., edges,
details, or areas with high contrast) or require more
enhancement. These can be modelled using a function
A(x,y)> that assigns a weight to each pixel based on
whether it falls within an active region.

A possible way to represent the active region function
could be:

Image Enhancement Function

The enhancement applied in the ASDS_AR method
can be represented as a local enhancement function E
that depends on the segmentation and active regions. The
enhanced image Ienh(x,y) is the result of applying this
function.

A general form could be:

where ΔI(x,y) represents the change or enhancement
applied to the original image, which could be defined as:

This enhancement function E might involve
operations like:

Adaptive filtering: Using local image statistics (like
the mean or standard deviation of pixel intensities)
to modify the pixel values.
Edge enhancement: Increasing the contrast around
edges to make the details more pronounced.
Contrast adjustment: Applying non-linear
transformations to enhance specific regions of the
image based on their characteristics.

In a more specific context, this function could take
the form:

Where:

μlocal(x,y) is the local mean (or another local
statistic) around the pixel (x,y)
α(x,y) is an adaptive weight (perhaps based on the
active region), and
The term (I(x,y)−μlocal(x,y)) represents the
deviation from the local mean.
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Final Enhanced Image Representation

Combining these elements, the final enhanced image
Ienh can be expressed as:

Where:

The α(x,y) term ensures the enhancement is applied
adaptively,
The A(x,y) term ensures that only pixels within
active regions are enhanced, and
The local mean μlocal(x,y) ensures the enhancement
accounts for the local image context.

Results and Discussion
In the area of image enhancement, numerous

techniques are utilized to enhance image clarity by
diminishing noise, maintaining edges, and augmenting
details. Of these approaches, adaptive regularization has
gained interest because of its capacity to adjust to local
image traits and offer notable advancements compared to
conventional methods. Nevertheless, it is crucial to
contrast adaptive regularization with other widely used
methods like Gaussian smoothing, median filtering, and
bilateral filtering to assess its benefits and drawbacks in
different applications.
Table 1: Comparison of Noise Reduction Techniques in Terms of

Performance and Computational Complexity

Method Noise
Reduction

Edge
Preservation

Computational
Complexity

Adaptive
Regularization

Good (varies
by context)

Excellent
(selective
preservation)

Moderate
(depending on
implementation)

Gaussian
Smoothing

Good for
Gaussian
noise

Poor (edges
blurred)

Very Low (fast)

Median
Filtering

Excellent for
salt-and-
pepper noise

Good (but may
introduce
artifacts)

Low

Bilateral
Filtering

Good Excellent
(preserves
edges well)

High (due to dual-
domain filtering)

In this section, we provide experimental findings
derived from utilizing several adaptive regularization
methods to enhance image clarity. Our main objective
was to evaluate the effectiveness of adaptive
regularization techniques in sharpening images,
minimizing noise, and maintaining essential details such
as edges and textures in images with noise. We
performed a series of experiments using benchmark
datasets and contrasted the performance of adaptive
regularization with traditional image enhancement
methods.

This study examines the efficacy of a new image pre-
treatment (SAP) against known general image pre-

treatment, including Tikhonov (L2), Sobolev, total
variance (TV) as shown in equation 1, Sparse and
redundant pre-treatment, in a technique of image
deflection using the mathematical framework of MAP.
Both the grey and the colour versions of the six standard
test specimens are used for the purpose of discouraging
brainstorming. The three commonly used gray-scale test
images are: the martyrs of the martyrs.For assessing the
effectiveness of the proposed method, metrics such as
noise ration for peak signal (PSNR) and similarity for
structure index (SSI) be used.(Alam et al., 2019)
Artificial fog with a kernel size of 12X12 is used for the
reconnaissance report. For the restoration of the
artificially blurred images, two well-known generic
image prefectures and a proposed SAP image prefecture
are used. Tables 2 and 3 calculate and display the PSNR
and SSIM values of the resulting debased images
produced by the various techniques. Graphs illustrating
the resulting PSNR and SSIM values are shown in
Figures 1 and 2. Figures 3 and 4 illustrate graphical
analysis of PSNR and SSIM values of restored images.

Fig. 2: Six standard 512×512 test images

Table 2: PSNR Result Analysis of Blurred and Restored Images

Name ASDS_SR (in dB) L2(in dB) TV(in dB)
Animal 27.10 24.68 24.75
Cactus 26.07 23.55 23.72
Lena 29.98 24.25 24.69
Cameraman 29.32 22.85 23.54
Boat 29.99 23.95 24.65
Building 25.35 21.56 21.45

Fig. 3: Graphical analysis of restored images

I
​

x, y =enh ( ) I x, y +( ) α x, y ⋅( )

I x, y − μ
​
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http://192.168.1.15/data/13263/fig2.jpeg
http://192.168.1.15/data/13263/fig2.jpeg
http://192.168.1.15/data/13263/fig3.png
http://192.168.1.15/data/13263/fig3.png


Kavya T M and Yogish Naik G R / Journal of Computer Science 2025, 21 (9): 1993.1999
DOI: 10.3844/jcssp.2025.1993.1999

1997

Table 3: SSIM Analysis of Images After Restoration

Name ASDS_AR L2 TV
Animal 0.789 0.610 0.615
Cactus 0.786 0.585 0.585
Lena 0.832 0.596 0.595
Cameraman 0.956 0.605 0.610
Boat 0.865 0.580 0.580
Building 0.823 0.580 0.578

Fig. 4: Analysis of SSIM with restored images

Table 4: Results Table for Statistical Significance in ASDS-AR for
Improving Image Clarity

Metric ASDS-
AR

Gaussian
Filter

Bilateral
Filter

Unsharp
Masking

PSNR (dB) 34.15 30.72 32.58 31.45
SSIM 0.94 0.86 0.91 0.89
MAE 0.012 0.032 0.022 0.028

Table 5: Statistical Significance Results Table for ASDS-AR for
Image Clarity Enhancement

Metric ASDS-
AR

Gaussian
Filter

Bilateral
Filter

Unsharp
Masking

Computational Time
(Seconds)

2.4 1.3 2 1.5

Visual Quality
(Human Rating)

4.9 3.8 4.2 3.7

Fig. 5: Statistical Analysis of ASDS-AR

Results for ASDS-AR to Improve Image Clarity
Enhancement

The parameters such as PSNR, SSIM, MAE, are
considered for enhancing image clarity through adaptive
regularization. The experimental results are tabulated in
Tables 4 and 5.

PSNR: A p-value of 34.15 indicates that ASDS-AR
significantly outperforms other methods in terms of
PSNR, suggesting superior image quality in terms
of noise reduction and sharpness.
SSIM: With a p-value of 0.94, ASDS-AR achieves
significantly better structural preservation compared

to the Gaussian Filter, meaning that the algorithm
retains more of the image's natural structure.
MAE: The low MAE for ASDS-AR (0.012) is
significantly different from the other methods,
indicating that it introduces less error when
enhancing the image.

Fig. 6: Statistical Analysis of ASDS-AR

Conclusion
In this study, we explore the possibilities of adaptive

regularization as a technique for image sharpening,
concentrating on its capability to adjust the regularization
level dynamically according to local image features. This
method marks a considerable improvement over classical
image enhancement techniques such as Gaussian
smoothing, median filtering, and bilateral filtering,
offering a more responsive and context-sensitive
approach to noise reduction while maintaining critical
details like edges and textures. The findings indicate that
the adaptive regulator significantly enhances the clarity
of images across various scenarios, particularly in
complex environments where noise and image details
merge. This technique is particularly effective in fields
such as medical imaging, satellite imagery, observations,
and computing, employing a more robust regulator in
high-quality areas (Mahendra et al., 2020). It surpasses
the crucial aspects of structure and thin edge preservation
for interpretation in visual applications. Comparative
analysis with other established methods reveal that while
traditional techniques like Gaussian smoothing and
median filtering are computationally efficient, they
struggle to retain image details and address complex
noise patterns. On the other hand, adaptive
regularization, despite being more computationally
demanding, provides enhanced flexibility and superior
performance in situations requiring a careful balance
between noise and detail. The proposed technique is
realized and efficiently estimates the types of blur and
their parameters (Uma et al., 2016). By comparing
implemented method with other existing methods shows
that ASDS_AR achieves a PSNR of 34. 15 and SSIM of
0.667. 94 dB, whereas traditional methods give lower
PSNR and SSIM values than the proposed approach. Our
method is assessed against two other important
assumptions, namely total variation and the L2
framework. This performance assessment performed

http://192.168.1.15/data/13263/fig4.png
http://192.168.1.15/data/13263/fig4.png
http://192.168.1.15/data/13263/fig5.png
http://192.168.1.15/data/13263/fig5.png
http://192.168.1.15/data/13263/fig6.png
http://192.168.1.15/data/13263/fig6.png
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using the peak signal-to-noise ratio (PSNR) and the
structural similarity index (SSI) taking into account a set
of noise parameters. The experimental results show that
ASDS_AR shows superior performance compared to
traditional methods.
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