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Abstract: The rapid growth of AI-generated content from ChatGPT,
Gemini, and many others poses significant challenges in digital media.
There are increasing instances of text generated by machine learning models
being indistinguishable from human-written text. This calls for an effective
way of detecting and distinguishing text generated by AI from human text.
Using a Cross-Industry Standard Process for Data Mining (CRISP-DM)
methodology, a Bidirectional Long Short-Term Memory (Bi-LSTM) model
for classifying AI-generated text in a digital media context was developed. A
carefully curated dataset of human and AI-generated text samples was used.
The Bi-LSTM model without an embedding layer was implemented,
optimizing the model to capture complex linguistic patterns apparent in each
text type. An experimental setup was used to evaluate the effectiveness of
the model. It was noted that the model achieved a remarkable test accuracy
of 99.79%, with a loss of 0.009. To facilitate practical implementation, we
developed a web application using Next.js with our model served from a
Flask server that enables real-time AI text detection. Our results highlight
the model’s ability to accurately identify AI-generated text, providing
valuable insights into deploying such models to verify content on media
platforms. This study highlights the potential of neural network-based
classifiers to address the pressing need for automated AI text detection in an
increasingly AI-influenced digital ecosystem.

Keywords: AI-Generated Text Detection (ATD), Bi-LSTM Model, Digital
Media Classification (DM), Natural Language Processing (NLP)

Introduction
A rapid advancement in Machine Learning (ML),

particularly Natural Language Processing (NLP), has led
to a proliferation of AI-generated text content across
various digital media platforms (Cheng et al., 2024). The
content generated by models such as OpenAI’s GPT
family and Google’s BERT has become increasingly
complex, making it nearly indistinguishable from
human-written text (Kalyan, 2024). As a result, digital
media platforms face significant challenges in
distinguishing between AI-generated and human-written
content, which has implications for content authenticity,
reader trust, and the spread of misinformation (Jawahar
et al., 2020; Ott et al., 2011). This predicament has
affected many application areas, for example, higher
education, as most students are now believed to use AI to
write assignments and research. It has become difficult
for Turnitin and other AI-detecting software to detect
such.

Detecting AI-generated text poses challenges due to
the complex linguistic patterns and syntax that advanced
language models can mimic (Zellers et al., 2019).
Conventional text classification methods struggle to
handle this level of nuance because they may not capture
the subtle differences in linguistic features between AI
and human-generated text (Zheng, 2023).

Several approaches have been used to address the
above-mentioned problem.

Zellers et al. (2019) relied on data quality to train
Grover to detect AI-generated information. However,
their approach struggled to generalize across different
contexts.

Research by Brown et al. (2020) explored the
capabilities of the GPT-3 model and addressed issues
related to text generation and detection. Although GPT-3
enables high-quality text generation, they point out that
AI text detection remains challenging due to subtle
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overlaps in syntactic patterns between human and AI
text.

Solaiman et al. (2019) studied AI-generated texts'
ethical implications and detection strategies. Their study
involved testing various classifiers and found that
although the detection models were promising, their
performance dropped significantly in various real-world
scenarios.

Recent studies have introduced the application of
Deep Learning (DL) techniques, such as Bidirectional
Long Short-Term Memory (Bi-LSTM) networks for
emotion detection, and software requirements,
respectively (Abbas et al., 2024; Amadi et al., 2023;
Vambe & Garidzira, 2024). Their works proved that Bi-
LSTM can effectively capture sequential dependencies in
textual data, which is essential for identifying the
nuanced linguistic structures characteristic of AI-
generated text. However, these studies also inadequately
address the risks of overfitting and do not provide a
general framework applicable to different domains, thus
limiting the broader applicability of their results in real-
world situations.

Evidently, a lot has been done in trying to address the
challenge. However, open research gaps remain, as
articulated above, based on the weaknesses of the
proposed solutions.

Therefore, the aim of this study is to:

a) Explore the use of the Bi-LSTM approach in
correctly classifying (detecting) and distinguishing AI-
generated text from human-generated text.

b) Assess the model’s accuracy, effectiveness, and
efficiency in identifying AI-generated text in digital
media when compared with other existing models.

Furthermore, a web application was developed using
Next.js, with the model deployed on the Flask server,
facilitating real-time AI text detection to enable real-
world applicability. The application provides media
platforms with a content verification tool, ensuring
greater transparency and control over published material.

The paper starts with a discussion of related work,
followed by an explanation of the methodology and its
stages as adopted in this work. Next, the design and
implementation are detailed, and the results are
presented. A discussion of the results follows. Lastly, a
conclusion with future work is provided.

Related Works

The rapid growth of AI-generated content has
prompted researchers to explore reliable methods for
distinguishing it from human-authored text (Chakraborty
et al., 2023). This area has gained particular importance
in recent years, and in application areas like education, it
is paramount to check for plagiarism and the use of AI in
writing, be it assignments, projects, or research. Software
like Turnitin cannot detect most AI-written text, which

calls for a reliable solution in this application area and
other application areas.

Early work in detecting AI-written text relied on rule-
based approaches and keyword analysis (Cheng et al.,
2024). Still, these methods have become inadequate as
Large Language Models (LLMs) such as GPT-3, BERT,
and others generate text with increasingly complex
linguistic structures that are now existing (Cheng et al.,
2024).These models can mimic human-like writing
patterns, which pose significant challenges to traditional
text verification techniques (Zellers et al., 2019).

Recent advances in ML, especially DL, have
significantly improved the ability to classify text.
Convolutional Neural Networks (CNNs) and Recurrent
Neural Networks (RNNs) were initially popular choices
for text classification, but they suffer from limitations in
capturing long-term dependencies (Devlin et al., 2019).

Bi-LSTM models have emerged as an effective
solution, especially in natural language processing tasks
that require preserving contextual information in both
directions of a text sequence (Amadi et al., 2023).
Studies by Graves and Graves (2012) and Devlin et al.
(2019) have demonstrated that Bi-LSTM models
improve classification accuracy by effectively capturing
context in text data, which is essential for distinguishing
subtle linguistic cues in AI-generated content.

In the study by Petropoulos and Petropoulos (2024),
the authors sought to address the challenge of detecting
AI-generated text to prevent the misuse of advanced Text
Generation Models (TGMs), such as those used in
automated content generation and disinformation
campaigns. They developed a ML classifier to
distinguish between AI-generated and human-written
texts. Although the specific tools and algorithms used
were not detailed, it can be inferred that they likely used
supervised learning techniques, possibly using DL
models such as Bi-LSTM or Transformer-based
architecture. The classifier demonstrated its effectiveness
in distinguishing between the two types of text,
achieving notable results, although exact performance
metrics were not provided. The strength of their work
lies in its practical applicability, offering a solution to a
pressing problem directly related to combating the
growing influence of AI in digital media and online
content creation. However, one of the weaknesses of
their approach was its lack of adaptability to rapidly
evolving AI text generation models.

As AI-generated content advances and evolves,
especially with new models that can better mimic human
language features, classifiers trained on previous models
may struggle to maintain high accuracy. This poses a
challenge to ensure that the classifier remains robust over
time as the TGM improves. Additionally, if the classifier
is trained using a limited dataset, it may not generalize
well to different linguistic or linguistic contexts,
reducing its applicability across global digital platforms.
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Addressing these limitations would improve the
scalability and robustness of search, ensuring that
detection methods remain relevant as AI technology
advances.

Prova (2024) conducted a study to address the
increasing challenge of distinguishing AI-generated text
from human-written content. His study used multiple ML
models, including XGB Classifier, SVM, and BERT. In
their findings, BERT achieved the highest accuracy of
93%. The strength of this work lies in the extensive
comparison of different algorithms, which shows that
BERT is particularly effective at handling the complex
linguistic structures inherent in AI-generated content.
However, a notable weakness is the reliance on
traditional models such as XGB and SVM, which may
not fully capture the complex contextual dependencies in
AI-generated text. Additionally, the study did not
consider real-time detection, an important aspect of
practical implementation in dynamic media
environments.

In another study by Fraser et al. (2025), the
researchers focused on the factors influencing the ability
to detect AI-generated text, specifically with models such
as GPT-3.5 and BERT. Their analysis highlighted the
role of complexity and entropy as features that
distinguish machine-generated text from human-
generated text. The strength of their study lies in the
innovative approach to using these features, which
provides a unique perspective on AI detection beyond
standard classification techniques. However, their work
was limited by its focus on static text features, ignoring
dynamic models that are capable of real-time detection.
Their research did not explore real-time AI text
detection, which may be necessary for practical
implementation on media platforms.

Alkhairy (2024) proposed using Convolutional
Neural Networks (CNNs) to detect AI-generated text.
The model was able to capture subtle hierarchical
patterns in text. Their results demonstrated that CNNs
outperform traditional ML classifiers in some cases. The
strength of their approach lies in the ability of CNNs to
identify deep features in text data, which can lead to
better performance in classifying complex AI-generated
content. However, their study was limited by the inability
of CNNs to capture long-term dependencies in text, a
task better suited to sequential models such as Bi-LSTM
or transformer-based architectures. Additionally, the
study did not consider real-time detection capabilities,
which are critical for effectively deploying these models
in an ever-changing digital ecosystem.

Petropoulos and Petropoulos (2024) highlighted the
pressing challenge posed by the misuse of Text
Generation Models (TGMs) in the rapidly evolving era
of artificial intelligence. They highlight how these
models, while advancing industries and education, are
also being exploited to generate fake news or evade
intellectual effort.

Mitrović et al. (2023) focused on training a ML
model to differentiate human-generated text and
ChatGPT-generated text, using explainable AI to
discover linguistic style patterns of ChatGPT, especially
in short online reviews. They achieved 79% accuracy.

Ghosal et al. (2023) examined the advances and
challenges in detecting AI-generated text, addressing the
need for robust detection frameworks to combat the
misuse of LLMs in fake news and other harmful
applications.

Qasim et al. (2022) used Transfer Learning (TL)
approaches to perform text classification, where pre-
trained LLMs models, such as BERT or GPT, were fine-
tuned on specific text datasets for classification. While
these models perform well, they often demand high
computational resources and large datasets, which may
not be feasible for real-time applications. On the other
hand, Bi-LSTM models offer a balance between
efficiency and performance, making them suitable for
applications that require both practical implementation
and accuracy (Abbas et al., 2024).

In addition, Wani et al. (2024) presented a robust AI-
based framework that used the integration of Bi-LSTM
and Word2Vec to identify and reduce AI-generated spam
effectively. Their work highlighted advanced NLP
techniques and the performance of DL models to
improve the authenticity of online content.

The above literature shows that studies have been
done to address the integration of AI text detection
models into web applications for immediate deployment.
However, to the best of our knowledge, all the reviewed
works in this study do not provide a practical tool or
solution for real-time AI text verification. This can also
be confirmed as a research gap in the current existing
studies (Ghosal et al., 2023; Mitrović et al., 2023;
Petropoulos & Petropoulos, 2024). Therefore, this calls
for a practical tool or solution for real-time AI text
verification, which this work seeks to provide by
implementing a Bi-LSTM model on the Flask server in a
Next.js web application. If successful, the innovation
should highlight the potential of neural network-based
classifiers in real-world applications, laying a foundation
for future advances in automated AI content detection
systems. Thus, the work will give a theoretical and
practical foundation for further research.

Methodology
The research used the Cross-Industry Standard

Process for Data Mining (CRISP-DM) methodology.
Adopting the six stages, namely: business (problem)
understanding, data understanding, data preparation,
modeling, evaluation, and deployment (Ayele, 2020) for
building an ATD system that used AI vs a human public
dataset from Kaggle by Gerami (2023) to build a Bi-
LSTM model.
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Problem Identification

Literature review (Chigbu et al., 2023; Kunisch et al.,
2023) and document inspection (van Beusekom et al.,
2010) methods were used. These two methods helped the
researchers identify the existing research gaps of not
having a practical tool or solution for real-time AI text
verification. It was from the problem that the research
objectives were formed, which indicated that there was a
need to design the model and have data to train it.

Data Collection and Processing

To design the model, the researchers used a public
dataset from Kaggle (Gerami, 2023), which contains
unbalanced classes between AI-generated and human-
generated text. Since our study was focused on a single
language, English, the dataset contains only English text.
The dataset was unbalanced in favour of human-
generated text.

Fig. 1: Dataset distribution

The labels had to be balanced so that human and AI-
generated labels would have a fraction of 0.5 each,
because imbalanced classes in the dataset can ruin
classification performance, particularly accuracy for
minority classes, as articulated by Li et al. (2022). To
achieve better precision, the dataset was balanced. Fig. 1
shows the distribution of labels in the original dataset
and after balancing. After balancing, the dataset was split
into three subsets: training, testing, and validation sets,
as shown in Table 1.
Table 1: Dataset Distribution

Set Examples Fraction (%)
Training 232 240 64
Testing 72 576 20
Validation 58 060 16
Total 362 876 100%

Of the 362 876 sizes, 64% were allocated for
training, 20% were reserved for testing, and 20% of the
training data (58,060) were used for validation,
representing 16% of the entire dataset. This dataset
shows that a robust model can be built to ensure a
reliable evaluation, as supported by Joseph and Vakayil
(2022).

In the preprocessing stage, several steps were
implemented to ensure data consistency and improve
model performance. Tokenization was applied to convert
text samples into individual tokens, preparing them for
processing by the Bi-LSTM model. Text normalization,
as defined by Joseph and Vakayil (2022) was followed. It
includes lowercasing, punctuation removal, and space
standardization to reduce input variability. Fig. 2 shows
the visualization of word cloud plots for the text that was
found in each set.

Fig. 2: Word clouds for text in sets

It can be noted from Fig. 2 that the most common
words in this dataset were stop words. This brought our
attention to removing stop words while preprocessing to
improve model performance. This normalization step had
an impact of reducing the training vocabulary to our
model, as a result, reducing model parameters, which
reduced the model training time.

Since ML models do not understand words but
numbers, a vocabulary was created based on the training
text after the text had been normalized. A vocabulary is
essentially a word-to-index mapping, like a Python
dictionary, used as a reference during text processing and
model inference (Eichstaedt et al., 2021). We used the
training text to create this vocabulary to avoid
information leakage. During vocabulary creation, we set
the minimum frequency to 5, meaning that words that do
not appear more than 5 times in our text were
automatically converted to unknown words. This had a
significant impact on reducing the vocabulary size to 47
619.

Larger vocabulary sizes increase the model’s
trainable parameters, which impact the training time,
especially on CPU computers. During text tokenization,
which is a process of converting a list of words into a list

http://192.168.1.15/data/13374/fig1.png
http://192.168.1.15/data/13374/fig1.png
http://192.168.1.15/data/13374/fig2.png
http://192.168.1.15/data/13374/fig2.png
http://192.168.1.15/data/13374/fig3.png
http://192.168.1.15/data/13374/fig3.png
http://192.168.1.15/data/13374/fig4.png
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of numbers (Vaswani et al., 2017), we set the maximum
length to 300 so that tokens of sentences that are less
than 300 will be padded with a padding index. The ones
that were larger than 300 words were truncated. This was
done because LSTM or Recurrent Neural Networks
generally require all sentences in a batch to have the
same length, as supported by Oruh et al. (2022).

Word embeddings, specifically GloVe, were
downloaded to be applied in the embedding layer of a
Bi-LSTM model. A study by Krouska et al. (2020)
shows that pre-trained word embeddings like Twitter
GloVe and FastText improve tweet classification.
FastText demonstrates consistency, and Twitter GloVe
achieves high accuracy (Krouska et al., 2020). We used
the Glove vectors 300 dim, which were trained with
about 840 billion words on our Bi-LSTM model, to get
good accuracy.

Model Creation

The model for this study was created using three
layers: Embedding, LSTM (bidirectional), and Linear.
The embedding layer was initialized with pre-trained
word embedding vectors that suit our data. A dropout of
50% was applied to the LSTM layer to prevent the model
from over-fitting and to improve model accuracy, as
supported by Lee and Lee (2020). A final dense layer
with an output of one was then added as the last layer of
the model. The model parameters were counted. Table 2
shows the model parameters.
Table 2: Model Parameters

Model Total Trainable Non-Trainable
Bi-LSTM 17 005 957 17 005 957 0

From Table 2, it was observed that our model has
more trainable parameters of about 17 million.
Additionally, our dataset was also huge. Moreover, we
utilized a free GPU from Google colab to reduce the
model training time. Furthermore, we set our batch size
to 128. Setting a huge batch size significantly reduces
total training time in a single epoch, even though it
reduces model generalization, as articulated by Smith et
al. (2018). The model was trained using a supervised
approach using Binary Cross-Entropy with Logits Loss
(BCEWithLogitsLoss) as a function that computes the
model’s loss between predicted and real labels. The
Adam optimizer was used to adjust the learning rate for
each parameter because of its stability during the
learning process, as supported by Kingma and Ba (2014).

Model Evaluation

The trained model was experimentally tested and
evaluated. The model was trained for 6 epochs, and the
training history was saved after each epoch for the model
evaluation phase. The model was saved when the
validation loss from the previous epoch was greater than

the current loss. For model inference, the model was
saved as a static file, and the vocabulary was saved
together with the static Bi-LSTM model so that it could
be used to create a GraphQL API using Graphene and
Flask. Several metrics were used to evaluate the best-
saved model before deploying it.

Model Deployment

As a final stage, the model and a Flask Server with
Graphene were created to serve a serialized and saved .pt
model as a GraphQL API, where the model server can
receive text or text files and do the classification in real
time of AGT model into a web application for real-time
text classification. The same GraphQL API was
configured to send requests to the Flask Server using a
frontend web framework that was built using Next.js, a
React-based framework (Svedas, 2024).

Design and Implementation

A robust framework for AI-generated text detection
that integrates the Bi-LSTM model into a web
application built with Next.js was implemented. Fig. 3
shows the architecture, which consists of several key
components, namely: Next.js web application (client), a
Flask server for model inference (backend), a static
PyTorch-based Bi-LSTM model, which is served by the
server, and a GraphQL-based data flow using Graphene
and urql for the backend and client, respectively.

The goal of the system was to perform real-time
discrimination between human and AI-generated text
inputs, addressing the growing need for practical AI text
detection solutions in digital media. As shown in Fig. 3,
the framework has a front-end and back-end.

Fig. 3: Framework Architecture

Front-End

The application user interface is built using Next.js, a
React-based web development framework that provides
efficient server-side rendering and simplified deployment
for scalable web applications (Svedas, 2024). Human or
AI-generated text or text files are entered or uploaded
through the Next.js interface. This text data is then
passed to the backend for processing and inference.

http://192.168.1.15/data/13374/fig5.png
http://192.168.1.15/data/13374/fig5.png
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Back-End

The back-end consists of a Flask server that serves
the trained Bi-LSTM model for real-time inference
through a GraphQL API. Flask was chosen for its
lightweight structure and ease of integration with
machine-learning models developed in Python (Fergus &
Chalmers, 2022). The PyTorch-trained model is deployed
as a static .pt file, which allows the model to be served
based on the weights, and the model was served during
training. The Bi-LSTM has been optimized to capture
complex linguistic patterns in the input text,
distinguishing between human-generated and AI-
generated content with high accuracy.

Dataflow

To facilitate efficient data management and flow
between the front-end and back-end, the application used
a GraphQL API. This approach uses Graphene as the
GraphQL server framework, with urql as the client,
ensuring optimized data retrieval with minimal server
load. GraphQL enables flexible queries, allowing the
front-end to request only the specific data it needs,
improving performance and scalability (Brito & Valente,
2020).

Model Architecture

The model architecture combines a Bi-LSTM
network with pre-trained GloVe (glove.840B.300d)
integration to classify text as AI-generated or human-
written, which suits our Human vs. AI data (Gerami,
2023). The embedding layer captures semantic and
syntactic nuances, improving the model’s ability to
understand the context of words, as supported by
Krouska et al. (2020). Using bidirectional processing, the
Bi-LSTM layer captures the context of past and future
tokens, which is important for distinguishing text
sources. We adopted the notion from previous studies by
Chatelain et al. (2022) and Patil et al. (2023) which have
shown that embedding methods such as Word2Vec and
bidirectional models are effective in improving the task
of text classification by increasing accuracy and
confidence. Fig. 3 shows the model architecture of this
study.

Fig. 4: Model Architecture

Fig. 4 shows the model architecture used for training
and evaluation, it shows that after passing a 300-dim
vector input to the embedding layer, the output is then
passed to the Bi-LSTM, and the Bi-LSTM output is fed
into a linear layer with a sigmoid activation function that
provides a probability score, classifying the text based on
a set threshold (Pratiwi et al., 2020).

Framework Output

The model sends real-time classification results to a
Next.js app, offering users an immediate, user-friendly
experience for verifying text authenticity. This setup is
efficient for web-based applications that need rapid and
accurate AI-content detection.

Results
During Bi-LSTM model training, the metrics were

observed per each iteration, including epoch training
losses and accuracies for both the training and validation
sets. Total training time, last saved epoch, and epoch
training time were other metrics that were monitored
during model training.

Training Time

Table 3 shows the total training time the model took
to train after training for 6 iterations/epochs. The last
epoch number of the best model was saved.
Table 3: Model training time and last saved epoch

Training Summary Value
Total Epochs 6
Last Saved Epoch 6
Total Training Time 1hrs 56min 47.23sec

From Table 3 above, the model took 1 hour, 56
minutes, and 47 seconds to train, and the best model was
saved on epoch 6 out of the total of 6. Fig. 6 shows how
long the model took to train each single epoch in seconds
(s).

Fig. 5: Epoch training time

From Fig. 5, it can be noted that the model took more
time to train in the first 2 epochs. The model quickly

http://192.168.1.15/data/13374/fig6.png
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Tinashe Crispen Garidzira et al. / Journal of Computer Science 2025, 21 (8): 1897.1907
DOI: 10.3844/jcssp.2025.1897.1907

1903

completed its training on iteration 3 in 1 162 seconds.

Training and Validation Metrics

Fig. 6 shows the training and validation loss observed
during the model training for 6 epochs.

Fig. 6: Training and validation losses

From Fig. 6, the model started with a low validation
loss below 0.02, while the training loss started above
0.07. It gradually decreased as the model trained for the
second epoch. Although the training loss was lower than
the validation loss after epoch 2, the validation loss
remained relatively low, indicating that the model was
neither overfitting nor underfitting.

Fig. 7: Training and validation accuracies

Fig. 7 shows the training and validation accuracy of
the Bi-LSTM model observed during model training for
6 epochs. The training accuracy was slightly below
97.5% on epoch 1, while the validation accuracy
remained slightly above 99% from epoch 1 to epoch 6.

Best Model Accuracy and Loss

During model training, the best model was saved.
Table 4 shows the loss and accuracy of the best-saved
model after it has been evaluated on the test dataset.
Table 4: Best saved model test loss and accuracy

Metric Value
Loss 0.009
Accuracy 99.79%

Table 4 above shows the best model’s results
regarding classification loss and accuracy on the test
dataset. The model performed perfectly, with an accuracy
of 99.79% and a loss of 0.009.

Best Model Confusion Matrix

Fig. 8 shows the classification confusion matrix of
the best-saved model based on the test dataset.

Fig. 8: Model classification report

Fig. 8 shows that the model achieved high accuracy,
correctly classifying 99.7% of human-generated text and
99.9% of AI-generated text, with minimal classification
error. A fraction of 0.1% (54 examples) of AI-generated
text was misclassified as human text, and 0.3% (102
examples) of human text was misclassified as AI-
generated.

Best Model Classification Report

Fig. 9 shows the classification report for the best
model based on the testing dataset.

Fig. 9: Model classification report

Fig. 9 shows the Bi-LSTM model classification
performance, with precision, recall, and F1 scores
ranging from 99.7% to 99.9% for AI-generated and
human-generated text, indicating highly accurate
predictions.

http://192.168.1.15/data/13374/fig8.png
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Discussion
The findings of this study demonstrate that the Bi-

LSTM model effectively distinguishes between AI-
generated text and human-generated text in digital
media. The model achieves high accuracy, precision,
recall, and F1 scores, highlighting its robustness and
reliability. As shown in the confusion matrix, Fig 7, the
model’s classification performance has a minimal
classification error rate, supporting its suitability for this
task.

The model took 1 hour 56 mininutes 47.23 seconds to
train for only 6 epochs due to the total number of
parameters the model has. The model had total trainable
parameters of about 17 million. The dataset was large,
with 232 240 pairs of 300-dimensional vectors of text
with their paired labels in the training set and about 58
thousand 300-dimensional vectors of text with their
paired labels. The model took about 1 176 seconds to
complete the first epoch, while subsequent epochs took
less time. This occurred because the data was not cached
during the first iteration, a phenomenon also noted by
Svogor et al. (2022).

The Bi-LSTM model quickly learns to reduce the
loss while maximizing the accuracy during model
training. The train and validation datasets had an
accuracy of above 99% on the second epoch for both sets
and a loss below 0.02, indicating that the model could
learn the mathematical relationship between text features
and their label. This is due to the effectiveness of RNNs,
particularly the LSTM layer, in processing sequential
data, as supported by Amadi et al. (2023) and Yu et al.
(2019). Additionally, the data normalization that was
done to the generated text had an impact in reducing the
noise from text, resulting in the model having fewer
things to focus on during learning.

The success of the Bi-LSTM model can be attributed
to effective pre-processing techniques and careful feature
selection, consistent with previous research, for example,
Jang et al. (2020), highlighted the importance of feature
engineering in improving model performance for text
classification tasks. The Bi-LSTM architecture also
allows the model to capture past and future contextual
information in the text sequence, making it particularly
well-suited to the nuanced differences between Human
and AI text generation. These findings are consistent
with the benefits of bidirectional networks highlighted in
a study by Huang et al. (2015), which demonstrates how
Bi-LSTM models excel at capturing long-term
dependencies in sequential data.

However, computational requirements and model
training time are limitations, suggesting that real-time
applications may be difficult without optimization.
Future work could explore techniques such as model
pruning or quantization to reduce these requirements
while maintaining accuracy. In a nutshell, this study
provides evidence that the Bi-LSTM model is a

promising approach for identifying AI-generated text in
digital media because of the accuracy of the obtained
data, which was above 95%.

Conclusion
This study shows the effectiveness of the Bi-LSTM

model in classifying AI and human-generated text in
digital contexts. The model’s robust performance metrics
reflect its reliability and accuracy, making it a valuable
tool for content verification in an era where AI-generated
content is increasingly important. This study contributes
to ongoing efforts to develop robust detection algorithms
capable of matching the sophistication of modern AI text
generators.

This study has significance in many application
areas, such as industries, including communications,
education, and social media, where information
authenticity is paramount. This study also demonstrates
static model deployment and serving from web
applications using GraphQL and Next.js integration
using a Flask server. The finally deployed frontend web
application allows users to verify the authenticity of
textual content using text files or plain text.

Future Work

Several future research directions emerge from this
study based on advances in AI text generation detection.
Firstly, optimizing the Bi-LSTM model for real-time
deployment could increase its applicability in rapidly
changing digital environments. Model compression
techniques such as pruning, quantization, or distillation
could help reduce computational costs without
significantly reducing performance, as supported by
Dantas et al. (2024). Additionally, expanding the dataset
to include more AI-generated content would likely
improve the model’s ability to generalize different text
types.

Future research could also investigate the inclusion of
additional linguistic features, such as sentiment or
stylistic cues, to further improve classification accuracy.
Hybrid models that combine CNNs with Bi-LSTMs can
provide richer feature representations and produce even
better results, as Sahoo and Chakraborty (2024)
suggested. Another potential research direction is to
examine the model’s adaptability to different languages
and dialects, reflecting the global reach of AI-generated
content. This could facilitate cross-cultural applications
of AI text detection and provide organizations worldwide
with effective tools to verify the authenticity of content.

Another potential direction is creating mobile and
desktop applications that verify text authenticity. We
have already developed a web server that is serving a
GraphQL endpoint, which can be used to make requests
to the same server using mobile and desktop
applications. Lastly, the model should be tested in
application areas like education, where the need to detect
plagiarism and AI-related text is paramount.
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A potential improvement may be the development of
a model that can distinguish between AI and a human in
a variety of languages. Expanding the ability of the
model to detect the difference in the style of writing in
some languages will improve its flexibility and accuracy
in determining the origin of the text. This approach can
lead to better content classification, providing valuable
information for tasks such as content censorship,
religious detection, and automatic material analysis
compared to human product materials.

Lastly, future work should incorporate adversarial
testing to ensure the model’s resilience, aligning with the
goal of robust real-world applicability.
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