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Abstract: Convolutional neural networks CNNs or simply deep learning
was designed for the challenging of object recognition such as digits,
characters and even objects that can be classified. The deep convolutional
networks are designed to be trained through using a large dataset of the
classes. The degree of complexity of recognizing handwritten digits are
different from person to person and even from language to language. The
Eastern Arabic handwritten digits recognition system (EAH), which has ten
classes, is one of the most challenging object recognitions due to its
complexity and similarities of classes. There are many techniques worked
on proposed systems for recognizing EAH but with limited accuracy and
output cost function. In this paper, a proposed new technique with multi
hidden layers is utilized for Eastern Arabic handwritten recognition. This
technique proved to have higher output accuracy and performance than other
existing systems.
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Introduction
Techniques for deep learning have become more

crucial in the design of pattern recognition systems. In
fact, it might be claimed that the recent success of pattern
recognition applications is directly related to the
accessibility of learning techniques. The important
takeaway of deep learning is that by depending more on
automated learning and less on manually created
heuristics, stronger pattern recognition systems can be
produced. The most crucial layers in a neural network
are the input and output layers, where there are a certain
number of neurons or nodes in each layer and a certain
number of neurons in the output layer that correspond to
the number of classes in this pattern (Ramzan et al.,
2018).

Deep convolutional networks have hidden layers in
between input layer and output layer which add some
complexity to the system. Simply put, to achieve the
highest output classifications, the parameters in the
system have to be maximized so that a system can be
trained and tested for the input object. These variant
parameters are changing such that maximizing the output
classification accuracy (O’Shea and Nash, 2015). The
minimal dataset categorization comprises of handwritten
digits with ten categorized objects. One of the most
widespread numeral systems is the eastern Arabic digit
system, which utilizes digits from 0 = (٠) to 9 = (٩). The

digit (٠) is very similar to English full stop and the digit
(٩) is similar to English digit 9. The eastern Arabic digits
are {٠,١,٢,٣,٤,٥,٦,٧,٨,٩} which are changed with
handwritten typing from male to female and from young
to old people (Aljarrah et al., 2021). To correspond to
distinct writing systems, there are around 30 different
numeric systems. Some of these writing systems have
various forms, such as the three-form Chinese numeral
system.

The Arabic language has two varieties: the western
Arabic numeral system, which is primarily used by
western nations, and the eastern Arabic numeral system,
which is used by the majority of Arabic nations. There
are more than 453 million people speak Arabic language
with many more countries using the eastern Arabic digits
(Kualo, 2025). This brought up the need for handwritten
digits recognition specially for electronic applications.

The system processes datasets using an input layer,
an output layer, and one or more hidden layers. Each
layer has number of nodes which represents the number
of pixels at the input and number of classes at the output.
For example, for 28x28 image size, there is 784 pixels
equivalent to 784 nodes and at the output there is ten
classes for the number of digits to be identified (Islam et
al., 2017). In each layer, the nodes are connected to
previous and subsequent nodes of the layers. The nodes
of input layer are connected to every node in the next

Journal of Computer Science



Hamdy Morsy et al. / Journal of Computer Science 2025, 21 (6): 1293.1298
DOI: 10.3844/jcssp.2025.1293.1298

1294

(2)

(2)

(3)

hidden layer. Each connection has a weight (w) and a
bias (b) that is added to the sum of all incoming
connections. For the weights and biases, initial random
values are employed as provided by the system
(Dumoulin and Visin, 2018; Abiodun et al., 2019). Each
node in a layer will be the sum of the previous nodes
multiplied by the respective weights and a bias. At the
starting of the system training, there are initial values for
all weights and biases assigned to the input layer nodes
and biases. These values feed forward from the input
layer to output layer. Then, the output will be tested
against the correct class of the output and the error is
measured. Afterwards, the output is back propagated to
the input to optimize the weights and biases of the
system. Minimizing the output error or the cost function
will require a derivative function for each node in the
system. An activation function is used at each node to
limit the fluctuation of the values for each node and in
addition to optimize the weights and biases (Richard &
Xia, 2018).

Literature Review

The structure of deep learning convolutional neural
network (DNN) consists of three main categories the
input layer, one or mor hidden layer and the output layer.
The main idea of DNN is to train the system for some
datasets with each input object such an image contains
some features. The function of the system is to extract
these features so that the system can classify any object
with the same features. The value at each node is the
values of the previous nodes multiplied by weights for
each node and a bias. Figure (1) shows the input to a
node which equals to x = wa + b. The node formula is
then enhanced using activation function which is a
nonlinear multi derivative function. Equations (1-3)
show the activation functions 

 functions respectively,
and x is the value of the node before applying the
activation function:

Fig. 1: Simple node connections

The derivative of sigmoid function for example is
 where  is the sigmoid function. The

result function is another derivative function which can
help in reaching the optimum values for weights and
biases. The same results can be obtained from finding the
derivative of tanh, ReLU or even leaky ReLU (Vialatte et
al., 2017; Wiatowski and Bolcskei, 2018). The value at
each node after utilizing the activation function is local
receptive field in addition to the bias which has an
effective factor for optimizing the output accuracies as
shown in Fig. (2). Lecun is a research who with his
colleagues have introduced the convolutional neural
networks concept (LeNet-5 algorithm) in Lecun et al.
(1998). His system structure has 5 layers: two
convolutional layers with filter size 5x5 with stride
equals to 1 and 3 fully connected layers. The first
convolutional layer has 6 feature maps or channels the
second convolutional layer has 16 channels. For each
convolutional layer, there is a pooling layer which
minimize the node size to half and the pooling layer is
2x2 filter with stride equals to 2. The 2x2 pooling layer
may be calculated as the average pooling or the
maximum pooling (Albawi et al., 2017; Calix, 2020;
Czum, 2020).

The eastern Arabic handwritten digits recognition
EAH is method utilizing deep neural networks DNN to
train datasets to identify digits. The eastern Arabic digits
are different from other numeral systems in such a way
that the digit may have different patterns for various
individuals. Figure (3) shows the EAH digits with some
error where the upper right corner is the right digit and
the lower right corner is the wrong digit (Morsy, 2020a-
b; 2022). With handwritten digits recognitions, some
digits look similar such as ٣ and ٢, ٦ and ٩, and ١ and ٦.
There are many handwritten digits datasets on the web
and others are prepared manually.

Fig. 2: Local receptive field in a neural network
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Fig. 3: Example of output EAH digits

The standard input image is 28x28 which provides
784 nodes for the input to the next hidden layer. The
nodes for the next hidden layer is utilizing an activation
function with filters for most neural network systems is
5x5 and a stride equals to one. The second hidden layer
in most neural network techniques is a pooling layer with
average or maximum pooling function and a filter of 2x2
with a stride equals to 2.

El Sawy and his colleagues proposed a handwritten
digits recognition based on LeNet-5 (EL-Sawy et al.,
2017). Their system was based on 8 layers (as they
defined): input layer, output layer, two convolutional
layers, two sub-sampling layers for automatic feature
extraction and two fully connected layers as multi-layer
perceptron hidden layers for nonlinear classification. The
layers symbols are input layer, C1, S2, C3, S4, C5, F6
and output layer with the same kernel size, strides and
pooling layers as in LeNet-5. An input image of size is
32x32 with one channel is utilized. They performed their
calculations on MAD Base dataset which has 70,000
images written by 700 different people (Abdleazeem and
El-Sherif, 2008). The result for this method is 1% for
training and 12% for testing.

Mahmoud’s system was based on Gabor filter
extraction features and private database of 21120 images
for 70% for training and 30% for testing (Mahmoud,
2008). His results were 0.15% error for training and
2.16% error for testing. Takruri et al. used Fuzzy C-
Means (FCM) based classifier for the lower level and
Support Vector Machine (SVM) for the second level.
They utilized a public database of 3510 images with 60%
for training and 40% for testing. With this dataset which
is considered to be small, they obtained a result of 12%
error for testing (Takruri et al., 2014). AlKhateeb et al.
applied AD Base dataset which utilized 60,000 training
images and 10,000 testing images (Alkhateeb and Alseid,
2014). They utilized Discrete Cosine Transform (DCT)
coefficient approach for feature extraction. Their results
were 14.74% error for testing datasets. Hafiz and Bhat
employ K-Nearest Neighbor and Support Vector machine
approaches for digits recognition (Hafiz and Bhat, 2015).
Their technique achieved a testing error of 5%.

We have selected MAD Base as the dataset for
comparison over other types of datasets. Since the MAD
Base is a modified version of AD Base which resized and
normalized to match the format of MNIST dataset. The
MAD Base is specific for Arabic Handwritten digits but
AHCD is for Arabic characters and also has larger
datasets (70,000 for MAD Base and 16800 characters for
AHCD). MAD Base’s alignment with MNIST’s format
allows it to serve as a standardized benchmark for Arabic
digit recognition. It is also chosen over HODA dataset,
because the second is designed for Persian digits. MAD
Base’s dataset reflects Arabic writing more accurately
(Ali and Abdulrazzaq, 2024).

In the previous techniques, the dataset employed was
different in size from technique to another which affects
the performance of the system and accuracy and may
result in overfitting problems in some of them. The
testing error rates is also considered to be high and can
cause significant problems when dealing with digits
recognition in transactions.

We adopt here in this study LeNet-5 algorithm, since
it is naturally fit to our requirements for 32x32 grayscale
digit images and it is efficiently captures local features
such as edges and curves in digits with simple algorithm
design. Modern CNN such as ResNet or EfficientNet are
designed for deeper feature extraction in high resolution,
multi-channel (RGB) images (e.g., ImageNet). LeNet-5
is lightweight compared to ResNet (millions of
parameters), MobileNet (optimized but still heavier), or
EfficientNet (scaled for efficiency but resource
intensive). Transformers (ViTs) and CNN-RNN hybrids
require significantly more memory and processing power
due to attention mechanisms or recurrent layers, which
are unnecessary for static, small scale digit classification
(Zhang, 2024).

In the next section, we will introduce our new
technique which is based on a modified version of
LeNet-5 algorithm.

Materials and Methods
The method in this technique depends mainly on a

modified version of LeNet-5 algorithm. The input image
is 32x32 grayscale image. The dataset is MAD Base
dataset with 60,000 images for training and 10,000 for
testing which consists of handwritten digits from 700
individuals of different ages and genders. The image is
adjusted for 28x28 size and the digits are centred in the
image. We applied some of the most common activation
functions such as sigmoid, tanh, ReLU, and Leaky ReLU
activation functions and also we employed both
maximum pooling and average pooling. The learning
rate is 0.0001, the batch size is 64 and the number of
epochs is 10. Different modified version of LeNet-5 is
employed to find the optimum system structure for
Eastern Arabic digits recognition. This includes the
original system with different activation functions and
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different pooling values. In addition to removing testing
the performance of the system with and without
removing one of the last two fully connected layers. We
kept the number of features in each layer fixed to have a
complete overview and comparison between our
suggested system and the state-of-the-art LeNet-5 system
structure.

Results
We utilized python code to implement the LeNet-5

algorithm with ability to modify the hyper parameters.
The hyper parameters applied in this system are: learning
rate is 0.0001, batch size is 64, number of epochs is 10.
The system used here is input layer is 784 neurons, C1 is
a convolutional layer with 6 feature maps and size of
28x28, S2 is a sub-sampling layer with 6 feature maps
and size of 14x14, C3 is a convolutional layer with 16
feature maps and size of 10x10, S4 is a sub-sampling
layer with 16 feature maps and size of 5x5, C5 is a
convolutional layer with 120 neurons, F6 is a fully
connected layer with 84 neurons and the last layer is 10
classes. As shown in Table (1), the system has employed
different activation functions with different pooling
functions. The best performance is 98.96% which
obtained with Leaky ReLU activation function and
average pooling function.
Table 1: Activations functions and Pooling functions

ReLU Sigmoid Tanh Leaky ReLU
Average Pooling 98.88% 97.45% 98.91% 98.97%
Maximum Pooling 98.84% 97.14% 98.16% 98.96%

Figure (4) shows the output performance of the
LeNet-5 algorithm and the two modified versions for
using 120 neurons and 84 neurons layers used as
convolutional layers with maximum pooling at the layers
S2 and S4. From the figure, it can be observed that the
system with 84 neurons has better performance than the
other two systems. As shown in Figure (5) the output
performance of LeNet-5 algorithm and the system with
120 neurons layer only and the system with 84 neurons
layer only which is used as convolutional layer. The
system with 84 neurons convolutional layer proved to
have better performance compared to other systems.
Table (2) shows a comparison between systems with
employing maximum pooling and average pooling with
respect to testing error. As can be observed, the
minimum testing error is obtained with 84 neurons
convolutional layer with average pooling using as sub-
sampling.
Table 2: The output testing error for the three systems with

maximum and average pooling

LeNet-5
Algorithm

With 120
neurons layer
(F6 removed)

With 84 neurons layer
(F6 removed and C5
replaced with 84
neurons)

Maximum
Pooling

1.084% 1.076% 1.059%

Average
Pooling

1.045% 1.028% 0.999%

Fig. 4: Performance of systems LeNet-5 algorithm, system
with 120 neurons layer only, system with 84 neurons
layer only with maximum pooling

Fig. 5: Performance of systems: LeNet-5 algorithm, system
with 120 neurons Layer only, system with 84 neurons
Layer only with average pooling

Discussion
The modified system with properties: input image of

size 32x32 and on channel (gray scale), C1 is a
convolutional layer of 6 feature maps and size of 28x28,
S2 is a sub-sampling layer with 6 feature maps and size
of 14x14, C3 is a convolutional layer with 16 feature
maps and size of 10x10, S4 is a sub-sampling layer with
16 feature maps and size of 5x5, C5 is a convolutional
layer with one feature map and size of 84 neurons as
shown in Figure (6). The hyper parameters of this system
are: batch size is 64, learning rate is 0.0001 and number
of epochs is 10. The system with given structure proved
to have higher performance and lower testing error rate
compared to other systems with different structures. The
changing from LeNet-5 algorithm to other simpler
versions proved to have better performance and faster
than the original system. The activation functions
employed in this study to find the maximum output
performance and minimum testing error is leaky ReLU
activation function.

http://192.168.1.15/data/12896/fig4.png
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Conclusion and Future Work
The deep convolutional neural networks become the

state of the art for object recognition with utilizing
machines for doing the hard work. The automated system
is handling and manipulating the feature maps and
minimizing the processing time of pattern recognition.
The DNN networks with some network modification can
prove to have higher performance and lower error rates
compared to other variation of the system. The system
structure may differ from classification to another
depending on the type of data to be classified. The
system suggested in this study with simple structure has
been fit with high accuracy for eastern Arabic
handwritten recognition EAH. The need for future work
is necessary to handle some other types of handwritten
digits recognition for input methods such as touch screen
and electronic pens also handling inputs with added
noise can be a trigger for future work.

Fig. 6: The complete deep convolutional neural network
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