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Abstract: The increasing amount of content on social media content makes 

the use of automatic moderation crucial for preserving a healthy online 

community and reducing the spread of offensive and abusive content, such 

as hate speech based on gender. Developing automated social media 

moderation using machine learning demands a large and balanced dataset. 

However, difficulties such as data scarcity and class imbalance have 

hindered the development of gender-based hate speech detection on 

Indonesian Twitter communities. Creating and annotating a new dataset 

would be time-consuming and costly. One practical alternative is to use data 

augmentation methods to help address the minority class imbalance in 

datasets. This study investigates how prompt-based data augmentation may 

be used with a large language model to provide organic tweet samples for 

gender-based hate speech detection. Furthermore, the study investigates the 

preservation of labels in augmented Twitter samples. In comparison to the 

benchmark back translation approach, the results show that prompt-based 

data augmentation using a large language model may generate new and 

organic Twitter samples while keeping labels preserved and avoiding 

memorization. In conventional machine learning models, prompt-based data 

augmentation with a large language model shows competitive performance 

compared to back translation in terms of accuracy metrics. According to these 

results, using prompting for data augmentation on large language models is an 

alternative strategy that can provide new, less memorization tweet samples 

that maintain label integrity while achieving competitive accuracy results. 

 

Keywords: Hate Speech Detection, Data Augmentation, Large 

Language Models 

 

Introduction 

The use of social media as a communication tool has 

become critical in today's culture. However, social media 

is frequently used for disseminating hate speech. Hate 

speech on social media platforms such as Twitter can 

range from politics, social concerns, sports, religion and 

gender. Furthermore, hate speech directed towards a 

particular gender can fuel prejudice, discrimination and 

the ongoing spread of negative perceptions. Online hate 

speech against women has major real-world 

consequences, including legal action against social media 

platforms for inadequate moderation of offensive posts 

(Frenda et al., 2019).  

Given the widespread distribution of hate speech 

towards gender on social media platforms such as X 

(formerly known as Twitter), it is critical to use social 

media moderation to identify and prevent the spread of 

such content. However, it would take an extensive amount 

of time and resources to manually monitor social media 

conversations. Machine learning techniques such as text 

classification offer an alternative to automatic hate speech 

detection. In order for the machine learning model to 

recognize patterns and identify hate speech on social media, 

these techniques require a significant amount of data.  
In the case of Ibrohim and Budi (2019), efforts were 

made to compile a dataset with more specific labels for the 
purpose of detecting hate speech from Indonesian Twitter 
communities. This dataset has been crucial to several 
earlier research projects in this field (Elisabeth et al., 2020; 
Marpaung et al., 2021; Ibrohim et al., 2020). Nonetheless, 
one of the challenges to more research in this area is the 
absence of a sufficient dataset for a more granular 
categorization, such as a gender-based hate speech dataset. 
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The gender-based hate speech dataset (Ibrohim and Budi, 
2019) shows a significant class imbalance. This imbalance 
is likely to result in the gender-based hate speech detection 
model that is prone to overfitting. While gathering more 
data is a possible solution, the procedure would be costly in 
terms of time and annotation resources. In this study, an 
effort is made to increase the number of the dataset by using 
data augmentation techniques.  

Data augmentation is a popular method for improving 

the quality of already-existing datasets, which involves 

making synthetic samples that closely resemble the original 

samples' distribution (Madukwe et al., 2022). Many studies 

on data augmentation are conducted in the field of computer 

vision. This is due to the natural use of simple, label-

preserving transformations to images (Bayer et al., 2022). 

This includes rotation, translation, color intensification 

and other operations of a similar nature (Shorten et al., 

2021). Unfortunately, most of these approaches do not 

translate well to text due to the sequential structure included 

in textual data. This is because maintaining semantic and 

syntactic information inside the textual environment is 

crucial (Madukwe et al., 2022).  

As regards text data, one technique to implement data 

augmentation is local data augmentation. This technique 

consists of substitution and insertion of words inside the 

document where some words are altered to produce 

artificial samples. Alternatively, another technique that 

can be used is global data augmentation where the entire 

document can be altered to produce artificial samples. For 

instance, a full paragraph can be translated into one 

language and then back into the original language.  

Current studies demonstrate the effectiveness of a 

prompting-based approach for labeled training data 

generation using Large Language Models (LLMs). This 

technique supports data augmentation by reformulating 

each sentence in the training samples into several 

instances that are conceptually similar but semantically 

diverse (Dai et al., 2023).  

Previous research has looked into both local and 

global data augmentation techniques for gender-based 

hate speech detection (Madukwe et al., 2022; Azam et al., 

2022; Ibrahim et al., 2023). However, there has been little 

investigation into data augmentation via a prompting-

based strategy using large language models. As a result, the 

goal of this study is to build synthetic samples using large 

language models as a data augmentation approach to gender-

based hate speech identification in Indonesian Twitter.  

Hate Speech  

Hate speech, as described in Ibrohim and Budi (2019), 

is any verbal abuse or threats that express prejudice based 

on characteristics they possess. Without being limited to 

any one language, this might include characteristics such 

as religion, gender and race. The identification of hate 

speech or similar related areas has been extensively 

studied in the past in a variety of languages (Azam et al., 

2022; Leite et al., 2020; Hendrawan et al., 2020; Sutejo 

and Lestari, 2018; Perifanos and Goutsos, 2021). Notably, 

Ibrohim and Budi (2019) pioneered multi-label hate 

speech identification in the Indonesian language, 

developing and testing a new dataset. This study 

effectively annotated multiple tweets using criteria such 

as hate speech level, race/ethnicity and gender/sexual 

orientation, laying the groundwork for hate speech 

identification in the Indonesian language.  

Many developments in research on hate speech 

detection in the Indonesian language have focused on 

comparing classification model performance across 

various machine learning models and architectures, as 

seen in Marpaung et al. (2021); Kurniawan and Budi (2020); 

Taradhita et al. (2021); Pratiwi et al. (2018); Briliani et al. 

(2019); Erizal et al. (2019). Alternatively, other research 

has changed its emphasis to comparing model 

performance on the basis of different features, such as 

lexicons, word embeddings, TF-IDF, unigrams and Part of 

Speech tags (Ibrohim et al., 2020; Aulia and Budi, 2019). 

Hate speech detection in Indonesia has mostly 

focused on binary categorization of hate speech against 

non-hate speech. Nonetheless, a significant amount of 

research has been done in the past on more granular 

category classification of hate speech in the English 

language. Among this research are the classification of 

sexism (Rodriguez Sanchez et al., 2020), the detection of 

misogyny (Pamungkas et al., 2020) and the 

identification of online hate speech directed against 

women (Frenda et al., 2019). To the knowledge of the 

author, the closest work on hate speech recognition in 

Indonesian that delves into more granular categories is 

the study on abusive language detection presented by 

Ibrahim et al. (2022). The development of a more 

specific hate speech category classification in the 

Indonesian language may be hindered by an inadequate 

amount of samples or a severe imbalance within the 

category in the dataset, in Ibrohim and Budi (2019).  

Data Augmentation  

One solution for tackling data imbalance issues is 

employing data augmentation. Data augmentation is an 

established method for increasing the number of samples 

in the existing datasets. It involves creating synthetic 

samples that closely resemble the original samples' 

distribution (Madukwe et al., 2022). In the field of 

computer vision, much effort has been focused on 

improving datasets through the use of data augmentation 

techniques. This entails methodically altering pictures while 

maintaining the essential semantic meaning (Bayer et al., 

2022). With a generic image, properties are preserved 

even after operations such as rotation, translation along 

the axes, or modifications to particular color channels 

(Shorten et al., 2021). However, the application of such 
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operations to text data provides challenges due to the 

sequential pattern of textual information. Many typical 

approaches used in computer vision, which show success 

with picture data, may not be immediately applicable to 

text. As a result, particular and careful techniques must be 

taken throughout augmentation operations to preserve the 

text's semantic and syntactic coherence, ensuring that the 

changes do not compromise the underlying meaning of the 

sentences (Madukwe et al., 2022).  

In general, data augmentation techniques for text data 

are divided into two categories based on how and where 

they are applied to the text: Local and global augmentation 

(Madukwe et al., 2022). Local augmentation modifies 

sentences at the word level. This may be accomplished by 

inserting or removing random words from the sentence. 

Moreover, a sequence of word deletion and insertion can 

also be used for the local augmentation technique, often 

referred to as the substitution operation. The substitution 

operation is the most natural way for the local augmentation 

method (Marivate and Sefara, 2020). Wei and Zou (2019) 

investigate a popular approach for local augmentation 

known as EDA, which includes multiple local augmentation 

techniques such as synonym replacement, random insertion, 

random swap and random deletion. Another technique for 

local augmentation uses language models such as BERT to 

replace masked words with the most likely tokens based on 

the context of the sentences (Madukwe et al., 2022). 

In contrast, global augmentation operates at the 

document level. Back translation is a popular approach for 

global augmentation, which involves translating a text 

into another language and then translating it back into the 

original language (Bayer et al., 2022). This technique 

creates a new document sample that retains the original 

meaning (Marivate and Sefara, 2020). Back translation for 

data augmentation has been used in earlier research, using a 

variety of languages (Ibrahim et al., 2023; Duong and 

Nguyen-Thi, 2021; Kumar et al., 2021).  

Some NLP researchers have shifted their attention to 

developing advanced techniques to enhance the data 

augmentation approach through large language models 

such as GPT-3. One such technique is GPT3Mix, in which 

Yoo et al. (2021) demonstrate a way to create artificial 

text samples from a combination of real samples (Yoo et al., 

2021). Using a small sample size of sentences chosen from 

the task-specific training data, GPT3Mix combines these 

samples into the prompt to create an augmented sentence that 

is influenced by the sample sentences (Yoo et al., 2021). In 

a similar direction, (Sahu et al., 2022) propose applying a 

prompting-based strategy to create labeled training data 

for intent classification using GPT3, hence improving the 

performance of intent classifiers, particularly when 

training data is limited (Sahu et al., 2022). In addition to 

this, (Dai et al., 2023) introduced AugGPT, a text data 

augmentation strategy based on ChatGPT that rephrases 

each sentence in the training samples into similar but 

semantically distinct samples for use in downstream 

model training. 

Materials and Methods  

Dataset and Preprocessing  

Using a dataset from prior work (Ibrohim and Budi, 

2019), this study focused on analyzing hate speech labels 

targeting gender. The dataset includes tweets labeled with 

hate speech against race, religion and gender. The dataset 

includes tweets written in an informal and varied 

communication style, using abbreviations and slang 

phrases. The variety in communication style is due to 

differences in people's personalities, personal preferences, 

cultural backgrounds and education, which result in 

significant discrepancies in messages posted by various 

users on Twitter. As a result, a preprocessing step is 

implemented to standardize the text through text 

substitutions. For instance, all Twitter usernames in the 

dataset are replaced with "USER," and all numerical 

values are replaced with "9999." Additional text 

substitution is used, such as replacing hashtags with the 

"#hashtag." Furthermore, text cleaning techniques were 

used, such as the removal of the "RT" symbol that 

represents Re-Tweet, as well as the removal of emojis, 

punctuation marks and excessive spaces. To reduce the 

effect of inflectional variations, a normalization operation 

is performed. This entails going over each term and 

utilizing a dictionary table in Ibrohim and Budi (2019) to 

convert it into its formal equivalent.  

Data Augmentation  

Due to the dataset's significant imbalance, which 

includes a total of 13,169 tweets with just 306 

categorized as gender-based hate speech, data 

augmentation is an essential step. This study investigates 

two methods of augmenting data: Back translation and 

sample generation using a large language model. Back 

translation is a technique for global data augmentation 

in which a sentence is translated into a target language 

and then back into the original language (Duong and 

Nguyen-Thi, 2021). Back translation is chosen for its 

ability to enhance and change complete samples 

globally, similar to the second approach for creating 

samples using a large language model. It is assumed that 

using a large language model to augment data allows for 

the global generation of new samples, which results in 

the creation of whole new sentences.  
Back translation is the process of transforming text 

samples into a foreign language and then translating them 
back into their original language. This approach is 
language-independent and the Helsinki-NLP model is 
used in this study to translate Indonesian tweets into 
Finnish and then back into Indonesian. Finnish was 
selected specifically for exploration purposes.  
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Fig. 1: Sample prompt and its corresponding result  

 
Each gender-based hate speech tweet is subjected to 

iterative back-translation augmentation. With 306 original 

gender-based hate speech tweets present, each of these 

tweets is back-translated once, resulting in a new set of 306 

enhanced gender-based hate speech tweets. As a result, the 

dataset contains 612 gender-based hate speech tweets, half 

of which are original and the other half are augmented. In 

order to preserve variance in the augmented sample without 

compromising the original meaning of the samples, back 

translation is only performed once.  

In contrast, a large language model generates an equal 

amount of augmented gender-based hate speech tweets. 

The augmentation procedure involves prompting a GPT3 

engine with a template prompt adapted from (Sahu et al., 

2022), in Fig 1. Using ten random examples of gender 

based hate speech tweets, GPT-3 completes the 11th 

sample, effectively generating a new instance of a gender 

based hate speech tweet. The resulting text's variety in 

GPT-3 is determined by the top-p and temperature 

parameters. A larger value of the top-p parameter explores 

more alternative words, boosting variety, whereas a smaller 

value restricts the selection, limiting diversity by 

prioritizing tokens with greater probability. Another GPT3 

parameter is temperature, where a higher value leads to 

more creative and less predictable outputs by increasing the 

possibility of less probable tokens and decreasing the 

likelihood of more probable ones. This prompting technique 

is repeated 306 times, which corresponds to the total number 

of original gender-based hate speech tweets, resulting in 612 

examples of the label indicated above. Half of these 612 

examples are the original tweets, while the other half are 

augmented samples.  

Both the original and augmented samples are visualized 

using t-SNE to verify that augmented samples are preserved 

and that the two investigated augmentation techniques don't 

affect the meaning of the tweets. Given that the only tweets 

being augmented are gender-based hate speech tweets, this 

experiment focuses on assessing the closeness of the 

original and augmented tweet samples. The presence of 

both the original and augmented data in the same area 

indicates that the labels have been properly preserved.  

To input raw text into machine learning models, the 

subsequent step is feature extraction from the dataset, 

which involves transforming raw text into numerical 

representations. The TF-IDF approach, which combines 

Term-Frequency (TF) and Inverse Document Frequency 

(IDF), is utilized in this study to extract features.  

In order to evaluate the performance of two augmented 

datasets derived from different augmentation techniques 

for gender-based hate speech classification, a 5-fold 

cross-validation approach is utilized. Several 

conventional machine learning classification models, 

including Logistic Regression, Naïve Bayes, Random 

Forest and XGBoost, are employed for evaluation. The 

parameters for these models are determined by the default 

parameters specified in the scikit-learn package. These 

models are selected to evaluate performance since simpler 

models are adequate to complete the task at hand. The 

accuracy metric is used to compare performance across 

different models and augmentation techniques.  

Results and Discussion 

Table 1 summarizes the complete dataset, including 

both original and augmented tweet samples. There are 612 

randomly selected non-hate speech tweets and an equal 

number of gender-based hate speech tweets in total. Of the 

tweets in the latter group, 306 are original while the other 

306 are augmented. It is critical to note that the 306 

augmented tweet samples have two versions: One 

obtained from the back translation technique and one 

generated by the large language model.  

The effects of the GPT-3 temperature parameter on 

data augmentation accuracy are investigated. Figure 2, 

lower temperature parameter values result in improved 

accuracy across the four models explored. This shows that 

less diverse and innovative words lead to higher accuracy 

levels. Similarly, variations in the top-p parameter affect 

the accuracy of the four models explored in Fig. 3. 

Accuracy improves with smaller top-p values and 

eventually decreases as the top-p parameter increases. 

This suggests that when GPT-3 samples a smaller 

selection of words, the generated text is less diversified, 

resulting in greater accuracy results.  

 Figures 2-3, the highest accuracy across the four 
models is achieved with top-p and temperature parameter 
values of 0.4 and 0.25, respectively. A GPT-3 model with 
these parameter values is used to create a set of samples. 
The resulting accuracy is then compared to the back 
translation technique, in Fig. 6 The results show that the 
large language model generated samples perform 
competitively to the back translation technique.  
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Table 1: Summary of the augmented dataset using two augmentation techniques 

    Gender-based hate speech  

 Non-hate speech  --------------------------------------------------------------------------------------- 

 Original    Original  Back-translated augmentation  

 612    306  306  

Total set 1  1224   

  Original    Original  Prompt-based LLM augmentation  

 612    306  306  

Total set 2  1224   

  

 
 
Fig. 2: Influence of temperature parameter on model accuracy 

 

 
 

Fig. 3: Influence of temperature parameter on model accuracy 

 

 
 

Fig. 4: Back translation augmentation: Original vs. augmented data 

Figures 4-5 show the visualization experiments that 

used t-SNE for both the back translation augmentation 

technique and the large language model generated 

technique. The red dots indicate original gender-based 

hate tweets, the yellow dots indicate augmented 

gender-based hate tweets and the blue dots indicate 

non-hate tweets. 

On the right side, Fig. 4 shows that back translation 

is able to produce gender-based hate speech tweet 

samples that resemble the original gender-based hate 

speech tweet samples indicating that both groups are 

located in a close area. This means that data 

augmentation using back translation is able to generate 

new data samples with similar variance to the original 

gender-based hate speech tweet samples. However, this 

finding might indicate that memorizing is occurring, 

where specific examples are being augmented to the 

tweet samples rather than understanding their 

underlying patterns, which could lead to overfitting. It 

is interesting to note that the middle area in Fig. 4 

shows that there are three labels surrounding one area. 

This is likely because there are some similar tweets 

where some of them are labeled as non-hate while 

others are labeled as gender-based hate speech, 

meaning that mislabelling is a possible cause for this. 

Thus, back-translated samples are visible in this area 

since back-translation augments the same tweets.  

The top right area of Fig. 5 shows how Large 

Language Model gender-based hate speech generated 

tweet samples are located which is closely resembling 

the original gender-based hate speech tweet samples. 

Similar to Fig. 4, there are areas where both non-hate and 

gender-based hate speech tweets are in the same area, 

indicating a possible mislabeling. However, one 

interesting thing to note from Large Language-generated 

samples is that the augmented tweet sample is not 

present in this area. Instead, they are located close to the 

area of original gender-based hate speech tweet samples 

and even some of them are in different areas but still 

close to the original gender-based hate speech tweet 

samples. This means that data augmentation using the 

Large Language Model is able to generate new variance 

of samples while maintaining the original meaning of the 

tweet samples as indicated with competitive accuracy 

performance in Fig. 6.  
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Fig. 5: Prompt-based LLM augmentation: Original vs. 

augmented data 

 

 
 

Fig. 6: Model performance comparison between the benchmark 

back translation approach vs. prompt-based 

 

Conclusion 

Finally, this study investigates data augmentation with 

a large language model to address imbalances in a dataset 

of gender-based hate speech tweets. Top-up and 

temperature parameter values of 0.4 and 0.25 provide 

optimal results for gender-based hate speech classification 

in conventional models such as Logistic Regression, Naïve 

Bayes, random forest and XGBoost. While achieving 

comparable accuracy to back translation data augmentation, 

the large language model-generated data augmentation 

technique generates samples that are distinct from the 

original tweet samples. This suggests that the large language 

model technique has the ability to produce higher-quality 

samples than back translation while retaining competitive 

accuracy in gender-based hate speech classification.  
In the future, further studies in this area might focus on 

the impact of repeated augmentation of the same original 

tweet sample with the large language model-generated data 

augmentation technique, compared to back translation. As 

discussed, a back translation could produce similar 

augmented tweets with lower variation, making it 

vulnerable to overfitting due to the large variation in the 

augmented tweets, as opposed to Large Language Model-

generated tweets. As a result, analyzing the sustainability 

and long-term consequences of these techniques is critical 

for gaining a thorough knowledge of their effectiveness.  
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