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Abstract: In recent years, the demand for fuel efficiency has become a crucial 

aspect of the automotive industry. Predicting fuel economy accurately is 

essential for optimizing vehicle performance and reducing environmental 

impact. This proposed model presents a machine learning-based approach for 

developing a fuel prediction model using the real dataset. The model aims to 

predict fuel efficiency for different drivers by considering input features 

related to driving conditions and driver behavior. The study explores the 

application of linear regression and support vector regression, to achieve 

accurate and reliable predictions. The dataset is pre-processed to handle 

missing values, normalize numerical features, and encode categorical 

variables. Feature engineering techniques are employed to select the most 

relevant features and enhance the model's performance. A thorough 

assessment is carried out utilizing diverse performance measures, including 

mean squared error and R-squared score, to evaluate the forecasting 

aptitude of the created models. The linear regression model exhibits 

exceptional performance, as evidenced by its high R-squared values 

(0.9963%, approaching 1) and low values for MAE, MSE, and RMSE. The 

outcomes illustrate the efficacy of the suggested method in precisely 

forecasting fuel economy for varying drivers for even real-time values. The 

findings provide valuable insights for vehicle manufacturers, 

policymakers, and individuals interested in optimizing fuel consumption 

and reducing greenhouse gas emissions. Overall, this study contributes to 

the growing body of knowledge in machine learning techniques and 

reinforces the significance of machine learning techniques in addressing 

fuel economy challenges with driver’s behaviors. 

 

Keywords: Greenhouse Gas Emissions, Fuel Prediction, Fuel Economy, 

Machine Learning, Performance Evaluation, Linear Regression, Support 
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Introduction  

The introduction provides an overview of the 

importance of fuel economy prediction in the 

automotive industry. It highlights the motivation 

behind the research, the significance of accurate fuel 

prediction models, and the potential benefits of 

optimizing fuel efficiency.  

The topic of fuel consumption deviations sparks 

intense discussions. Automakers provide conservative 

benchmarks, drivers may exhibit inefficient driving 

habits, traffic congestion exacerbates fuel usage, and 

various strategies like traffic optimization and driver 

guidance are proposed to achieve significant fuel 

savings. To unravel these complexities and establish a 

baseline for individual driving styles' impact on fuel 

consumption, diverse methods, and techniques have 

been employed to monitor individual driving behaviors. 

A vehicle’s fuel economy during the trips depends on 

several parameters, important and main parameters are 

listed below:  
 
 Route/road conditions (traffic lights, roundabouts, 

lane width, road surface, etc.) 

 Congestion and other road users 

 Individual driving style 
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 Vehicle type and condition (mass, engine size, 

number of gears, tire pressure, etc.) 

 Engine specification 

 Fuel type 

 Ambient conditions (weather) 

 

Most of these aspects require a change in 

technology, infrastructure, or transport demand to 

result in lower fuel consumption and therefore lower 

CO2 emissions. Partly because it is the only parameter 

with an immediate impact on CO2 emission reduction, 

Individual driving style is a popular fuel-saving 

measure. However, the potential effect of changes in 

driving behavior is hard to determine, mainly because 

a good description of the distribution of average 

driving behavior is lacking. The current paper reports 

results from recent studies on European driving 

behavior and its relation to fuel consumption, such as 

the eco-driver analysis (Heijne et al., 2017) and a TNO 

study on driving behavior in several European 

countries (Heijne et al., 2016). 

Central to the distinction of Individual driving styles 

is the separation of driving behavior enforced by the 

environment on the one hand and the remaining personal 

choices and anticipatory behavior on the other hand. To 

assess the fuel consumption reduction potential, it is 

crucial to separate Individual driving style from the other 

factors mentioned above, of which the infrastructure, 

speed limits, and degree of congestion are the main 

influences.  

A traffic light or a car ahead may require a driver to 

brake, but in some cases, braking is unnecessary or can 

be avoided by keeping more distance or through better 

anticipation. Within the Udrive project, an effort was 

made to untwine the different aspects that may lead to 

higher fuel consumption. If one can successfully do this, 

the remaining bandwidth of personal driving styles, 

between the worst and the best-performing driver, 

determines the potential room for fuel saving related to 

more economic driving behavior. The three main aspects 

that are evaluated are braking gear-shifting behavior and 

speed choice.  

The primary objectives of the eco-driver study, the 

primary objectives were to enhance comprehension 

regarding the diversity in driving patterns and the roles 

played by various driving styles in shaping the "average" 

driving behavior concerning eco-driving. Additionally, 

the aim was to evaluate the potential reduction in fuel 

consumption and CO2 emissions linked to the adoption of 

an eco-driving approach. This should improve insight into 

the overall net potential for eco-driving at the national and 

EU level, by studying different parts of the driver 

population, different road types and traffic situations, and 

different vehicle applications.  

Eco-driving in the context of this study denotes a 

driving style associated with low fuel consumption. Some 

practical examples of an eco-driving style are: 

 

 Shift gear up as soon as possible, between rpm 

2000-2500 

 Anticipate traffic flow (to minimize dynamics and 

limit braking) 

 Maintain a steady speed 

 Decelerate smoothly by coasting 
 

Integrating the findings from the examination of driving 

styles with the fuel consumption data gathered in other 

research endeavors enables a meticulous examination of 

how diverse driving styles influence fuel usage and 

emissions (Kaggle, 2023). This scrutiny yields a valuable 

understanding of the mechanisms contributing to the 

existing environmental impact (CO2) of the transportation 

sector within the EU. The paper is divided into the 

following sections; literature review, data processing, 

prediction modeling, result and discussion, and conclusion. 

Various researchers, while appraising driver fuel 

consumption, have also delved into the examination of 

driving conditions, which can be deduced from or directly 

obtained through real-world driving data by Lee et al. 

(2011), resulting in more intricate evaluations. The 

influence of external environmental factors on vehicle fuel 

usage was extensively explored by Ehsani et al. (2016), 

providing a comprehensive understanding of the matter. 

However, they did not thoroughly analyze the impact of 

driving behavior, simply citing speed and acceleration as 

the two most crucial elements. By analyzing real-world 

data, Rios-Torres et al. (2019) divided driving styles into 

three groups and then they explained how each driving style 

affected fuel usage (Rios-Torres et al., 2019). Depending 

on the driving circumstance and the driver's driving style, 

the study's findings demonstrate that vehicle fuel usage can 

vary significantly from normal US Environmental 

Protection Agency (EPA) driving cycles. 

 Although the studies examining the link between 
driving behavior and fuel consumption stated above 
have produced positive findings, there are still many 
open-ended issues. To examine the correlation between 

driving habits and fuel usage, most of these studies have 
employed statistical or rule-based techniques. However, 
these approaches demand extensive volumes of 
extended driving data and a solid grasp of the statistical 
attributes of the data. Traditional techniques for 
extracting insights from raw data usually necessitate 

specialized expertise. While machine learning 
approaches also mandate substantial data, they possess 
the ability to autonomously uncover knowledge and 
inherent patterns from the raw data. In 2013, a single 
study estimated that approximately 32% of reported 
fatalities in China's 74 major cities were linked to 

ambient PM 2.5 air pollution, accounting for around 1.03 
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million deaths (Fang et al., 2016). As a result, a 
significant portion of research endeavors has been 
aimed at reducing automobile emissions. Multiple 
studies (Liimatainen, 2011; Meseguer et al., 2015; 

D'agostino et al., 2014) have highlighted the inherent 
risks associated with driving. 

Several investigations Liimatainen, 2011; Meseguer et al., 

2015; D'agostino et al., 2014) have demonstrated that 

irrespective of the vehicle type, driving habits such as speed 

management, favored acceleration rate, and vehicle 

stability significantly influence fuel consumption. 

Enhanced Driving Assistant Systems (ADAS) can be 

designed to offer more accurate and intelligent eco-driving 

guidance by effectively identifying connections between 

driving conduct and fuel consumption (Bengler et al., 2004; 

Barkenbus, 2010). 

By analyzing the influence of driving styles on fuel 

consumption, we can identify drivers who consume 

more energy compared to others. This insight can 

facilitate the adoption of fuel-efficient driving 

techniques among high-energy users. Moreover, the 

driving behavior-energy consumption model, once 

established, can serve as a fundamental technology 

within Advanced Driving Assistance Systems (ADAS) 

or eco-driving coaching systems. This has the potential 

to decrease fuel expenses for commercial vehicles 

(Sullman et al., 2015), optimize the placement of 

charging stations (Lee and Wu, 2015b), curtail 

transportation-related greenhouse gas emissions (Nègre and 

Delhomme, 2017), and more. To curb vehicle emissions 

and enhance fuel efficiency, comprehending the precise 

correlation between driving behavior and fuel 

consumption is of utmost importance. The motivation 

for our study stems from this very need. However, 

research on the influence of driving behavior on fuel 

consumption is limited. We evaluated the factors 

affecting driving behavior by analyzing the distributions 

of these factors derived from prior driving instances. 

Mathematical modeling was employed to investigate the 

impact of diverse driving behaviors on fuel efficiency 

(Javanmardi et al., 2017). The study initially categorized 

driving behavior into two levels: Maneuvering level and 

control level behavior. Subsequently, the authors 

simulated three distinct driving behaviors aggressive 

driving, eco-driving, and typical driving by adjusting 

various parameters of the model. Their results illustrated 

that the proposed model effectively replicated actual 

driving behavior and the corresponding fuel 

consumption patterns similarly, Lv et al. (2018).  

In an effort to enhance energy efficiency, a study 

utilized an unsupervised machine learning approach based 

on Gaussian mixture models to outline optimal control 

strategies for each of the three prevalent driving behaviors 

(Lv et al., 2018). While the mentioned studies successfully 

identified fuel-efficient driving habits, their practicality is 

limited due to the influence of various static or dynamic 

environmental factors on driving behaviors (af Wåhlberg, 

2007; Ericsson, 2020). To advance the understanding of 

fuel-efficient driving conduct, our paper introduces a 

method that employs two machine learning techniques. In 

the initial phase, we evaluate the driver's fuel economy by 

recording timestamps using the OBD Tool, building on 

insights from previous research endeavors (Lee and Wu, 

2015a; Qi et al., 2015; Constantinescu et al., 2010). 

Unlike prior research that employed machine learning 

for driving behavior analysis, our study takes a different 

approach by utilizing basic clustering techniques to 

classify the collected driving signal dataset from different 

drivers. We analyze the drivers driving cycle with respect 

to their fuel consumption while completing the trip. 

Nearly 100 driver’s data has been collected in a fixed 

route; the source destination is fixed, same vehicle, same 

weather conditions. We conducted an experiment to 

collect real driving data and used proposed algorithms to 

predict the fuel efficiency of individual drivers.  

The contribution of the work is to select suitable 

algorithms and evaluate those algorithms to fit into the 

real world of vehicle automation. In this proposed work 

we selected linear regression and super vector regression 

algorithms for predictions. 

Therefore, this study presents a novel approach that 

leverages two machine-learning techniques to advance the 

understanding of fuel-efficient driving behavior. In the 

initial phase, we utilize an unsupervised machine learning 

method to assess driver behavior's fuel efficiency, achieved 

by recording data through the OBD tool. Building upon the 

utilization of machine learning for driving behavior 

analysis in previous studies (Lee and Wu, 2015a; Qi et al., 

2015; Constantinescu et al., 2010), our study employs a 

straightforward clustering approach to categorize the 

collected driving signal dataset from multiple drivers. The 

main objectives of this study are defined below and same 

way paper is organized into sections: 

 

 Real-driving data collections using the OBD interface 

 Filtering the data, preprocessing, and cleaning the data 

 Features extractions 

 Model building and evaluation 

 Results comparisons 

 

Dataset Description and Data Processing 

The fuel economy dataset is introduced, outlining its 

key features and variables. The pre-processing steps, 

including handling missing values, normalizing numerical 

features, and encoding categorical variables, are described 

in detail. 

This section discusses the process of feature selection 

and engineering, where relevant features are identified 

and engineered to enhance the model's performance. 
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Various techniques, such as correlation analysis and 

domain knowledge, are utilized to select the most 

influential features. 

OBD II Standard 

The On-Board Diagnostic (OBD) standard originated 

in the United States with the main purpose of aiding in 

the detection of engine malfunctions. Its core objective 

revolves around identifying any rise in harmful gas 

emissions that surpass acceptable thresholds. This 

system functions by continually monitoring a range of 

sensors designed to transmit electrical signals as 

feedback to the vehicle's central Electronic Control Unit 

(ECU). These sensors oversee various aspects of engine 

management, specifically focusing on air/fuel volume 

detection, which allows the ECU to precisely determine 

the optimal mixture in real time. Additional sensors, like 

the oxygen sensor and Mass Air Flow (MAF) sensor, 

also contribute to the air/fuel mixture regulation. To 

communicate with a vehicle's ECU, an OBD scanner is 

employed. This scanner serves as a diagnostic tool for 

identifying issues within the vehicle's electrical and 

emission systems. When a malfunction is detected, the 

ECU stores an error code in its memory, which can then 

be read and interpreted by the scanner. 

The initial OBD standard, OBD-I, was developed to 

monitor a smaller number of parameters in comparison to 

OBD-II. With the emergence of fuel-injection systems in 

the automotive industry, OBD-I primarily focused on 

detecting faults within engines' ignition, emission, and 

injection systems. The diagnostic techniques during this 

period were rudimentary and OBD-I did not establish a 

benchmark for acceptable emission levels in vehicles. 

Consequently, conditions such as running too rich or too 

lean, which contribute to increased fuel consumption, went 

undetected. Ignition systems at that time were not as 

advanced and sophisticated as today's standards. Many 

other non-engine electrical error codes were not 

encompassed within the standard. Failures were simply 

indicated through visual warnings to the driver, with the 

error stored in the ECU's memory.  

The subsequent generation of OBD referred to as 

OBD-II, introduced comprehensive standards for various 

components, including the diagnostic plug, connector 

specifications, Diagnostic Trouble Codes (DTCs), and 

signaling protocols on the Controller Area Network 

(CAN) bus. Additionally, the standard defined an 

extensive list of Diagnostic Trouble Codes (DTCs). OBD-

II also established parameters that could be monitored and 

assigned unique codes (Identification IDs) to each 

Parameter (PID). 

The Elm327 scanner is a popular On-Board Diagnostics 

(OBD-II) device used to interface with a vehicle's onboard 

computer system. It allows users to access and retrieve 

diagnostic information, such as trouble codes, sensor data, 

and various vehicle parameters. 

The specific sensor data that can be scanned by an 

Elm327 scanner on a Suzuki Swift petrol car model from 

2018 may vary depending on the car's OBD-II 

implementation and the software or app being used with 

the scanner. However, in general, the following sensor 

data can typically be accessed with an OBD-II scanner: 

 

 Engine Revolutions Per Minute (RPM) 

 Vehicle speed 

 Throttle position 

 Coolant temperature 

 Intake air temperature 

 Mass Air Flow (MAF) sensor reading 

 Oxygen sensor (O2) readings 

 Fuel Pressure 

 Fuel trim values 

 Engine load 

 Timing advance 

 Battery voltage 

 Emission-related Trouble Codes (DTCs) 

 

Figure 1 shows an example of ELM 237 OBD-II 

connectors. In this particular device, all the above sensor 

data has been recorded with the knowledge of the OBD-II 

(Autocom, 2020) device that offers a connection between 

the vehicle’s internal bus and a personal computer/laptop 

using a Bluetooth connection.  

Table 2 shows a list of some sensor data recorded 

during live driving, the data set may have null values, 

outliers, and a few unwanted values. 

Dataset Description 

Actual driving data is collected using ELM 327 OBD-

2 Tool, which is connected to a car and through a laptop 

and collected nearly 13 Sensor data. The details of data 

fields and values are described in Tables 1-2. The Raw 

data may have null values, Nan Values, and missing 

values, due to continued recording from sensors for the 

car. The default frequency of recording the data through 

the tool is taken default. 
 

 
 
Fig. 1: ELM 237 is interfaced with the Swift car and connected 

to the laptop via Bluetooth
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Table 1: Sensor sample data values 

ENG_C  FUEL ENG AMB_AIR ENG IN  AIR_In  STFT  TIMING  

-TEMP _LEV _LOAD _TEMP _RPM _MP MAF _TEMP SPEED _BANK TPS _ADV MPG 

95.00 33.30 39.60 17.00 784.00 34.00 4.35 31.00 0.00 -7.80 20.40 56.10 0.35 

96.00 32.20      51.00 17.00 762.00 27.00 1.69 31.00 6.00 -3.10 31.80 53.30 0.86 

96.00 32.30 34.90 17.00 795.00 38.00 3.55 31.00 0.00 -1.60 19.20 62.00 0.29 

96.00 33.70 39.60 17.00 797.00 32.00 453.00 31.00 0.00 0.00 20.80 5220.00 0.36 

97.00 34.50 0.00 17.00 0.00 100.00 0.00 32.00 0.00 0.00 23.90 63.10 0.00 

 

Table 2: List of field names and their types 

# Column Non-null count Dtype 

  0 V_ID 1743 non-null object 

  1 ENG_C_TEMP 1741 non-null float64 
  2 FUEL_LEV 1741 non-null float64 

  3 ENG_LOAD 1738 non-null float64 

  4 AMB AIR_TEMP 1740 non-null float64 
  5 ENG_RPM 1741 non-null float64 

  6 IN MP 1743 non-null int64 

  7 MAF 1735 non-null float64 

  8 AIR_IN_TEMP 1716 non-null float64 

  9 SPEED 1655 non-null float64 

10 STFT_BANK 1736 non-null float64 
11 TPS 1732 non-null float64 

12 TIMING ADV 827 non-null float64 

13 MPG 1743 non-null float64 

dtypes: Float64 (12), int64 (1), object (1) 

 

Data cleaning is a pivotal phase in the machine 

learning workflow, encompassing the identification and 

rectification of errors, disparities, and inaccuracies within 

a dataset. This process aims to enhance the overall quality 

and dependability of the data, as clean data forms the 

foundation for constructing precise and resilient machine 

learning models. Here are several widely used data-

cleaning techniques (Analytics, 2023). Table 3 describes 

the complete Information about all the fields and their 

counts. The list of all field individual values of min, max 

mean, etc., are shown. 

Handling missing values: Missing data can lead to 

biased or inaccurate results. You can deal with missing 

values by either removing the rows or columns with 

missing data or imputing the missing values using 

techniques like mean, median, and mode, or more 

sophisticated methods like interpolation or machine 

learning-based imputation. 

Outlier detection and treatment: Outliers are data 

points that deviate significantly from the rest of the data. 

They can negatively impact model performance. 

Detecting outliers and either removing them or applying 

transformations to mitigate their impact is essential. 

Data formatting: Ensure that the data is in the 

correct format and data types (e.g., numerical, 

categorical, dates) to match the requirements of the 

machine learning algorithm. 

Standardization and normalization: Scaling the data 

can be necessary, especially when using algorithms 

sensitive to the scale of the features. Standardization 

(z-score scaling) and normalization (scaling between 0 

and 1) are common techniques for this purpose. 

Handling duplicates: Identify and remove any 

duplicate records in the dataset, as they can skew the 

results and cause issues during modeling. 

Removing irrelevant features: If some features do 

not contribute meaningful information to the model, 

consider removing them to reduce noise and improve 

the model's efficiency. 

Encoding categorical variables: Convert categorical 

variables into numerical representations using techniques 

like one-hot encoding or label encoding to make them 

compatible with machine learning algorithms. 

Data partitioning: Split the dataset into training, 

validation, and test sets to evaluate the model's 

performance accurately. 

Data cleaning is an iterative process and it's essential 

to examine the data thoroughly, understand its 

characteristics, and make informed decisions based on the 

domain knowledge. Properly cleaned data can lead to 

more accurate and robust machine learning models, 

ultimately enhancing their performance and usefulness in 

real-world applications. 

After applying all the methods data is cleaned and ready 

for building models. The Processed data set will be the 

samples for training and testing the models. Using processed 

data set features may be selected for further process. 

Data Features Selection 

Data feature selection is an essential step in the process 

of machine learning. It involves choosing a subset of 

relevant and significant features from the original set of 

variables in our dataset. The goal of feature selection is to 

improve the model's performance by reducing the number 

of input features while retaining the most informative and 

discriminative ones. Here are some common methods for 

data feature selection in machine learning. 

Heat maps are graphical representations of data 

where individual values are represented as colors on a 

2D grid. The intensity of the color represents the 

magnitude of the values. Heat maps are commonly used 

to visualize correlation matrices, where each cell in the 

heat map represents the correlation coefficient between 

two variables. 

In the context of feature selection, heat maps can help 

identify strong correlations between different features. If 

two features are highly correlated, it might indicate 

redundancy and one of them could potentially be 

removed during feature selection to avoid multico 

linearity in the model. 
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Table 3: List of each field and its insights 

ENG_C_ TEMP  FUEL ENG AMB_AIR ENG IN  Air_in  STFT  Timing 

-------------------- _LEV _LOAD _TEMP _RPM _MP MAF _TEMP Speed _Bank TPS _ADV MPG 

Count 1741.00 1741.00 1738.00 1740.00 1741.00 1743.00 1735.00 1716.00 1655.00 1736.00 1732.00 827.00 1743.00 

Mean 85.90 51.53 48.37 5.90 1756.31 43.16 15.97 31.66 41.12 1.02 30.89 63.50 1.28 

STD 4.30 5.28 27.38 3.57 1010.74 23.19 20.90 1.81 29.31 4.61 16.11 5.70 1.68 

Min 79.00 31.80 0.00 3.00 0.00 16.00 3.00 28.00 0.00 -16.40 17.30 46.30 0.00 

25% 83.00 49.00 23.50 4.00 1046.00 24.00 4.34 30.00 23.00 -1.60 20.80 60.30 0.35 

50% 8.00 52.90 40.80 4.00 1518.00 35.00 795.00 31.00 37.00 0.00 26.70 63.10 0.65 

75% 88.00 54.90 62.40 7.00 2066.00 52.00 15.00 33.00 56.00 3.90 31.40 67.10 1.21 

Max 100.00 60.80 100.00 17.00 5994.00 102.00 110.39 38.00 159.00 23.40 83.50 82.40 8.89 

 
Table 4: Raw data set having null values 

V_ID 0 

ENG-C-TEMP 2 

FUEL-LEV 2 

ENG_LOAD 5 

AMB_AIR_TEMP 3 

ENG_RPM 2 

IN_MP 0 

MAF 8 

AIR_IN_TEMP 27 

SPEED 88 

STFT_BANK 7 

TPS 11 

TIMING_ADV 916 

MPG 0 

type: int64   

 

 
 
Fig. 2: Heat maps show relationships between the fields 

 

Table 4 shows the number of recorded features, while 

driving vehicle the features values may be null values. 

This shows how many null values are recorded in each 

field shown clearly. 

Table 5 and Fig. 2, show the heat map, we can find that 

the MPG feature depends mainly on the ENG_LOAD, 

ENG_RPM, MAF, SPEED, and TPS. 

Histograms are graphical representations of the 

distribution of a single numerical variable. The data is 

divided into bins or intervals and the height of each bar in 

the histogram represents the frequency or count of data 

points falling within that bin. 

Histograms provide a clear visualization of the data's 

central tendency, spread, and shape of the distribution. 

They help identify patterns such as whether the data is 

symmetric, skewed to the left or right, or multimodal. 

In feature selection, histograms can assist in 
understanding the distribution of each feature. Features 
with similar distributions or those that are heavily skewed 
might be candidates for further investigation or 
transformation as shown in Fig. 3. 

Based on the above information, the following features 

are selected for building the model. these features are closely 

related to each other by targeting the MPG values. 

There are five important features are selected, the 

distribution between the features are shown in Fig. 4 for 

these features ENG_LOAD, ENG_RPM, SPEED, MAF, 

and TPS. 

Prediction Modeling 

As we discussed in the above sections, we have proposed 

two models, the implementations with respect to our 

preprocessed data sets and selected features model have been 

designed. The models are working as per the expectations. 

Support Vector Regression (SVR) 

It is a type of supervised machine-learning algorithm 

used for regression tasks. SVR is an extension of Support 

Vector Machines (SVM), which are primarily used for 

classification tasks. The key idea behind SVR is to find a 

hyperplane in a high-dimensional feature space that best 

fits the training data, while still allowing a specified 

amount of error or tolerance. 

The goal of SVR is to build a model that can predict a 

continuous target variable (i.e., a real-valued output) 

based on input features. Unlike traditional regression 

methods, SVR aims to find a function that best fits the 

training data while controlling the error within a certain 

range, margin, and tolerance. 

In SVR, there are two hyperparameters that control the 

margin and tolerance around the regression line. The 

margin is the region between the two hyperplanes and data 

points within this region are considered support vectors. 

The tolerance is the maximum allowed deviation from the 

target values for the support vectors. 

SVR uses the kernel trick to transform the input 

features into a higher-dimensional space, which allows 

the algorithm to find a non-linear decision boundary. 

Common kernel functions include linear, polynomial, 

Radial Basis Function (RBF), and sigmoid. 
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Table 5: Shows the dependent variables 

ENG_C_ TEMP FUEL ENG AMB_AIR ENG IN  Air_in  STFT  Timing  

---------------------- _LEV _LOAD _TEMP _RPM _MP MAF _TEMP Speed _Bank TPS _ADV MPG 

ENG_C 1.00 -0.26 0.01 0.45 0.10 0.05 0.09 0.14 -0.06 -0.07 0.06 -0.09 0.09 

TEMP       

FUEL -0.26 1.00 -0.11 -0.84 -0.39 -0.24 -0.31 0.46 -0.16 0.09 -0.30 0.05 -0.31 

_LEV   

ENG 0.01 -0.11 1.00 0.17 0.39 0.48 0.74 -0.31 0.42 -0.31 0.72 -0.14 0.74 

_LOAD      

AMB 0.45 -0.84 0.17 1.00 0.58 0.26 0.46 -0.50 0.35 -0.13 0.42 0.04 0.46 

_AIR 

_TEMP 

ENG 0.10 -0.39 0.39 0.58 1.00 0.36 0.75 -0.59 0.82 -0.12 0.67 0.28 0.75 

_RPM   

IN_MP 0.05 -0.24 0.48 0.26 0.36 1.00 0.50 -0.30 0.37 -0.04 0.52 -0.03 0.50 

MAF 0.09 -0.31 0.74 0.46 0.75 0.50 1.00 -0.47 0.69 -0.18 0.92 -0.02 1.00 

Air_in 0.14 0.46 0.31 -0.50 -0.59 -0.30 -0.47 1.00 -0.58 0.10 -0.45 -0.27 -0.47 

_TEMP     

Speed -0.06 -0.16 0.42 0.35 0.82 0.37 0.69 -0.58 1.00 -0.08 0.65 0.28 0.69 

STFT -0.07 -0.09 0.31 -0.13 0.12 -0.04 -0.18 0.10 -0.08 1.00 -0.17 0.01 -0.18 

_Bank     

TPS 0.06 -0.30 0.72 0.42 0.67 0.52 0.92 -0.45 0.65 -0.17 0.01 -0.01 0.92 

Timing -0.09 0.05 -0.14 0.04 0.28 -0.03 -0.02 -0.27 0.28 0.01 -0.01 1.00 -0.02 

_ADV  

MPG 0.09 -0.31 0.74 0.46 0.75 1.00 1.00 -0.47 0.69 -0.18 0.92 -0.02 1.00 
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Fig. 3: Histogram shows density between the fields 

 
 

 
 
Fig. 4: Histogram shows the distribution of selected features 

Train the SVR model on the preprocessed training 

data. The training process involves finding the optimal 

hyperplane in the transformed feature space that best fits 

the training data while considering the specified error 

tolerance (epsilon) and regularization parameter. 

Evaluating the SVR Model for all Kernel Types 

Evaluate the SVR model on the given data sets, the data 

sets contain 13 variables and 17000 records. The SVR 

model has been trained and tested using appropriate 

evaluation metrics, such as Mean Squared Error (MSE), 

Root Mean Squared Error (RMSE), Mean Absolute Error 

(MAE), R-squared (R2) score, or explained variance score. 

Linear Kernel: The linear Kernel simply computes the 

dot product between two feature vectors: 
 

  ,     *  i j i jK x x x x  

 
The results are from SVR Kernel, performance 

evaluation metrics given below: 
 
Kernel type : Linear 

Mean absolute error : 0.36664713011773303 

Mean square error : 0.2767185521332285 

Root mean squared error : 0.5260404472407312 

R-squared : 0.8859718788916411 
 

Polynomial Kernel: The polynomial kernel maps 

the data into a higher-dimensional space using a 

polynomial function: 

 

( , ) ( * * )i j i jK x x x x r d    

 

where: 

γ = The kernel coefficient 

r = An optional term (usually set to 1) 

d = The degree of the polynomial 

TPS 

STFT_BANK 

TIMING_ADV 

SPEED 

MPG 
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The results are from SVR Polynomial, performance 

evaluation metrics given: 
 
Kernel type : Poly 

Mean absolute error : 0.3260513303770413 

Mean square error : 0.438114129671142 

Root mean squared error : 0.661901903359661 

R-squared : 0.8194651907062166 
 

Radial Basis Function (RBF) Kernel (Gaussian 

Kernel): The RBF kernel maps the data into an infinite-

dimensional space using a Gaussian function: 
 

( , ) ( * || || 2)i j i jK x x exp x x     

 
where: 

γ  = The kernel coefficient (0.1, 1, 10) 
 

The results are from SVR RBF, performance 

evaluation metrics given: 

 

Kernel type : rbf 

Mean absolute error : 0.3996687652748071 

Mean square error : 0.7230742749434017  

Root mean squared error : 0.8503377416905601  

R-squared : 0.702040935246073  

 

Sigmoid Kernel: The sigmoid kernel maps the data 

into a higher-dimensional space using a sigmoid function: 

 

    ,      *   *    i j i jK x x tanh x x r   

 
where: 

γ = The kernel coefficient. 

r = An optional term (usually set to 0). 

 

The results are from SVR Sigmoid, performance 

evaluation metrics given: 

 

Kernel type : Sigmoid 

Mean absolute error : 17.340058867897437 

Mean square error : 1025.5996086515252 

Root mean squared error : 32.02498413194806 

R-squared : -421.6214523112149 

 

Linear Regression 

It is a widely used statistical technique for modeling 

the relationship between a dependent variable and one or 

more independent variables. In the context of driving 

patterns and fuel consumption, Linear Regression can 

help us understand how different driving patterns (e.g., 

speed, distance, etc.,) affect fuel consumption. 

The Linear equation for multiple Linear Regressions is: 

 

0 1 2    1  2 ...  *n ny b b b b x        

 
Y = The target variable (dependent variable) 

x1, x2, ..., x = The input features (independent variables) 

b0 = The y-intercept 

b1, b2, ..., bn = The coefficients (slopes) corresponding to 

each independent variable 
 

The Linear Regression model is trained using a learning 

algorithm that adjusts the values of coefficients (weights) 

to minimize the difference between the predicted values 

and the actual target values (MPG). The common method 

for fitting the model is the least squares method, where the 

sum of the squared residuals (the difference between the 

actual and predicted values) is minimized. 

The linear regression model is trained with the 

preprocess data sets which are segmented into training 

data sets and testing data tests. 

The results from the linear regression model are shown: 
 

Mean absolute error :  0.013297705574118742 

Mean square error :  0.009434814423425876 

Root mean squared error :  0.0971329728950261 

R-squared : 0.9962825551703455 
 

Findings 

Support Vector Regression (SVR) and Linear 

Regression (LR) are both regression algorithms used to 

predict continuous target variables. However, they have 

distinct differences in their approach, assumptions, and 

performance characteristics. Let's compare SVR and LR. 
Linear Regression is widely used due to its simplicity, 

interpretability, and efficiency. However, it assumes a 
linear relationship between the features and the target, 
which might not hold true for all datasets. In cases where 
the relationship is non-linear, other regression techniques 
like polynomial regression and support Vector Regression 
(SVR) can be more suitable. 

Based on the evaluation metrics for each model (linear 

regression, SVR with different kernels-RBF, Polynomial, 

and Sigmoid), we can have the following discussions with 

evaluation metrics shown in Table 6. 

Linear regression model: The linear regression model 

performs exceptionally well, with high values for R-

squared (close to 1) and low values for MAE, MSE, and 

RMSE. These indicate that the model fits the data very well 

and has low prediction errors shown in Table 6 and the 

equivalent performance of evaluation is shown in Fig. 9. 

The R-squared value of approximately 0.9963 indicates 

that around 99.63% of the variance in the target variable is 

explained by the linear relationship with the features. 

SVR with Kernel: The SVR with kernel performs 

reasonably well, with an R-squared value of 



Manjunath TK and Ashok Kumar PS / Journal of Computer Science 2024, 20 (3): 291.302 

DOI: 10.3844/jcssp.2024.291.302 

 

300 

approximately 0.8860. This means that around 88.60% of 

the variance in the target variable is explained by the 

model's predictions shown in Table 6 and the equivalent 

performance of evaluation is shown in Fig. 5. The Mean 

Absolute Error (MAE) of 0.3666 indicates that, on 

average, the model's predictions deviate from the actual 

target values by approximately 0.3666 units. The MSE 

(Mean Squared Error) of 0.2767 and Root Mean Squared 

Error (RMSE) of 0.5260 indicate that the model's 

predictions have relatively low errors compared to the 

target variable. The lower the MSE and RMSE, the better 

the model's accuracy. 
 
Table 6: Evaluation metrics of both the models 

Evaluation Linear SVR- SVR- SVR- SVR- 

metrics regression Kernel poly rbf sigmoid 

MAE 0.0133 0.3666 0.3261 0.3997 17.3401 
MSE 0.0094 0.2767 0.4338 0.7231 1025.5996 

RMSE 0.0971 0.5260 0.6619 0.8503 32.0250 

R-square 0.9963 0.8860 0.8195 0.7020 -412.6215 

 

 
 
Fig. 5: Performance of SVR-linear model 
 

 
 
Fig. 6: Performance of SVR-polynomial model 
 

 
 
Fig. 7: Performance of SVR-RBF model 

 
 
Fig. 8: Performance of SVR-sigmoid model 
 

 
 
Fig. 9: Performance of linear-regression model 
 

Overall, the SVR with kernel is performing well and 

providing a good fit to the data. However, it is still slightly 

performing well and providing a good fit to the data. 

However, it is still slightly outperformed by the linear 

regression model. 

SVR with RBF Kernel: The SVR with RBF kernel 

performs relatively well but has higher errors compared to 

Linear Regression shown in Table 6 and the equivalent 

performance of evaluation is shown in Fig. 7. The R-

squared value of 0.7020 suggests that the model explains 

around 70.20% of the variance in the target variable. The 

RMSE value of 0.8503 indicates that the average 

prediction error is higher compared to linear regression. 

SVR with polynomial Kernel: The SVR with 

Polynomial kernel shows moderate performance shown in 

Table 6 and the equivalent performance of evaluation is 

shown in Fig. 6. The R-squared value of 0.8195 suggests 

that the model explains around 81.95% of the variance in 

the target variable. 

The RMSE value of 0.6619 is lower than the SVR with 

RBF kernel, but it is still higher than the Linear 

Regression model. 

SVR with the sigmoid kernel: The SVR with 

Sigmoid kernel performs the worst among all models 

as shown in Table 6 and the equivalent performance of 

evaluation is shown in Fig. 8. The R-squared value is 

negative (-421.6215), which indicates a poor fit of the 

model to the data. 

The extremely high RMSE value of 32.0250 suggests 

that the predictions are way off from the actual target 

values, indicating poor model performance. 
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Comparisons Between LR and SVM Models 

The Regression models were evaluated in terms of R-

squared, MAE, MSE, and RMSE. It provides the best fit 

to the data and has the lowest prediction errors.  

Among the SVR models, the SVR with RBF kernel 

performs better than the SVR with polynomial and 

sigmoid kernels, but it still lags behind linear regression. 

The SVR with a sigmoid kernel performs the worst among 

all models, with negative R-squared and very high RMSE, 

indicating that this SVR with a Sigmoid model is not 

suitable for the given dataset.  

Based on this study, the linear regression model appears 

to be the most appropriate and effective choice for the given 

dataset, providing high-quality fit and accurate predictions.  

The driving cycles are not classified as city driving, 

highway driving, or stop and go drive. Fuel consumptions 

rely on the type of driving cycles also weather conditions 

and road conditions. In this study only driving inputs are 

targeted on the targeted car for a duration of 20 min data 

has been collected for experimental purposes, 13 features 

are selected for the experiment, and other parameters that 

influence fuel consumption are assumed to be ideal for all 

drivers on a fixed route, trip, timings, and minimum traffic.  

Conclusion 

The Linear Regression model is the most appropriate 

and effective choice for the real-time driving style dataset. 

It outperforms all other SVR models, providing high-

quality fit and accurate predictions with very low 

prediction errors. The SVR with kernel and RBF is the 

second-best performer among the SVR models, but it still 

lags behind the linear regression model.  

The SVR models with Polynomial and Sigmoid 

kernels are not recommended for this dataset due to their 

inferior performance for the given data sets. 

The linear regression model is effective and accurately 

predicts the fuel consumption of individual driving styles 

over the SVR models. As per the experiments conducted, 

the Linear Regression model is built and evaluated for the 

real driving data sets of the individual driving patterns. 
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Future Work 

Duration of the trip to be increased till the trip 

completion and driving cycles to be classified with respect 

to real-time traffic. Drivers are to be selected from 

different ages and gender for the experiment, to ensure the 

model efficiency. Maybe features can be reduced by 

applying PCA techniques to the collected without 

affecting the results. 
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