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Abstract: Sales forecasting is crucial for business planning and resource allocation. Data-driven approaches have become popular in this field. This study compares the performance of three forecasting models: Autoregressive Integrated Moving Average (ARIMA), Long Short-Term Memory (LSTM) and Prophet within the context of specific sales categories derived from acquiring data provided by a bank. This study uses a time series dataset provided by Tinkoff data, which covers various sales categories and time intervals. These categories, including pharmacies, railway tickets, books, sporting goods and fuel stations, present unique forecasting challenges because of their distinct demand patterns and potential for high volatility. Through a comparative analysis focusing on accuracy, robustness and computational efficiency, the study reveals that while all models demonstrate efficacy in certain scenarios, their performance varies depending on the specific category and forecasting horizon. ARIMA exhibits consistent accuracy across categories, particularly for daily predictions, aligning with its strength in capturing trends and seasonality. LSTM, on the other hand, shows promise for hourly predictions in categories like fuel stations, leveraging its ability to learn long-term dependencies. However, the LSTM model shows inconsistent results, sometimes outperforming others, but with varying performance across runs. This study provides insights for practitioners within the banking and financial sectors seeking to select the most appropriate forecasting model based on their specific sales categories and forecasting needs.
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Introduction

Accurate sales forecasting is essential for effective business planning, allowing organizations to align resources with anticipated demand. In today’s data-rich landscape, the appeal of data-driven approaches to sales forecasting has grown exponentially, offering the opportunity to optimize operations, reduce waste and improve customer satisfaction. Precise sales forecasting can help organizations improve inventory optimization, reducing waste and enhancing customer satisfaction. The rising abundance of data has resulted in a growing interest in the use of data-driven approaches to sales forecasting (Raban and Gordon, 2020).

This study aimed to evaluate the performance of three forecasting models, namely ARIMA, LSTM and Prophet, across different sales categories and time intervals. ARIMA is a common time series forecasting model that has been widely used for sales forecasting. LSTM represents a type of recurrent neural network that has shown promising results in several applications, such as sales forecasting. Prophet is a relatively new forecasting model developed by Facebook that incorporates seasonal patterns, holidays and other events to improve prediction accuracy.

We utilized a time-series dataset provided by Tinkoff Data, the analytics division of TCS Group, which encompasses impersonal sales in several categories, including pharmacies, train tickets, books, sports goods and petrol stations. Our dataset covers a one-year period and contains payment data at the category level.

Our objective is to objectively compare the accuracy, robustness and computational efficiency of various algorithms for sales forecasting in different categories. Our aim is to compare the performance of these algorithms in terms of accuracy, robustness and computational efficiency and to provide insights into which algorithm may be best suited for sales forecasting.
in these categories. With the diversity of sales categories, organizations face the daunting task of anticipating future demand dynamics. This study aims to evaluate the performance and comparative characteristics of three popular forecasting models: ARIMA, LSTM, and Prophet. We aim to identify the nuances of their application across different timeframes and sales categories, such as those derived from acquiring data provided by a large bank, including pharmacies, railway tickets, books and sporting goods, recognizing that a one-size-fits-all approach may not be optimal. Existing research on sales forecasting often focuses on broader retail sectors or product categories, leaving a gap in knowledge regarding the unique characteristics and challenges presented by these specific domains and the data source. This study contributes to the field by offering a focused comparative analysis of ARIMA, LSTM, and Prophet models within these unique sales domains. Although these models have demonstrated their capabilities in various forecasting tasks, their performance nuances within these specific domains remain underexplored. Our research conducts a targeted comparative analysis of these models, focusing on accuracy and robustness across various forecasting horizons. This granular evaluation provides valuable insights for practitioners within the financial and banking sectors in selecting the most suitable model based on their specific sales category and forecasting needs. It is hoped that this data will help business entities choose the best forecasting model to meet their specific operational requirements.

In addition, in recent years, banks have increasingly turned to data analytics and machine learning algorithms to help them make more informed decisions and improve their performance. This article provides more information on predicting acquisition operations, which can be useful for banks in planning the load on their infrastructure, as well as forecasting card cash flows by purchase categories.

**Literature Review**

Time series forecasting has been a subject of significant interest in the fields of data science and machine learning for decades. Numerous statistical and machine learning techniques have been devised to address the challenge of time series forecasting and they have been applied in a range of fields such as finance, energy and retail. There are many algorithms for time series forecasting. Some common examples of time-series sales forecasting are ARIMA, LSTM, prophet, K Nearest Neighbor (KNN) and Support Vector Machine (SVM). We decided to use the first three models because of some limitations that KNN and SVM models have.

KNN does not create a generalized separable model and instead relies solely on the training data for predictions (lazy classifier). KNN does not provide insight into the importance of each predictor as ARIMA does. The algorithm is computationally intensive, especially when dealing with numerous predictors or training records (Hachcham, 2023). In this study, we have an initial dataset with over 43000 rows. The process of finding nearest neighbors can be slow in this case. Another limitation is the choice of distance metric during prediction. There is no general way to determine the best distance metric, which can affect the accuracy of the predictions. At the same time, KNN performance relies on this metric a lot (Chomboon et al., 2015). Overall, KNN is best suited for situations with a small number of training records and predictors and when the data can be stored in active memory.

Another model that we decided to skip is SVM. The effectiveness of SVM, especially in non-linear cases, heavily depends on the choice of the kernel function, which is not always straightforward and may require domain-specific knowledge (Bennett and Campbell, 2000). This may be problematic because we have a wide range of domains in our dataset. Training SVMs can be computationally intensive, particularly for large datasets, making them less efficient for large-scale time series data. Similar to many machine learning models, SVMs lack straightforward interpretability, especially with non-linear kernels. Understanding how feature values contribute to the outcome can be non-intuitive, making it difficult to explain the model’s decisions in simple terms. The same can apply to the LSTM model; however, it usually provides better results (Lakshminarayanan and McCrae, 2019; Sabyrzhans et al., 2021; Tripathi, 2023).

ARIMA has been widely used in various applications. It has been used successfully in applications such as stock market prediction (Idrees et al., 2019) and electricity load forecasting (Nepal et al., 2020). Some authors use ordinary linear regression (Vyas and Hemrajani, 2021); however, ARIMA has a greater ability to identify patterns in time series due to additional components.

LSTM has gained popularity because of its ability to capture long-term dependencies in time series data. Cryptocurrency price forecasting (Hamayel and Owda, 2021) and weather forecasting (Kim et al., 2020) are among the numerous fields in which LSTM has been employed. Prophet is easy to use and can handle seasonality and trend changes. Prophet has been successfully used in applications such as website traffic forecasting (Subashini et al., 2019) and retail sales forecasting (Lisova, 2021).

**About the Used Algorithms**

**ARIMA**

The ARIMA algorithm has three components: (AR) Autoregressive, (I) Integrated and (MA) Moving Average. The AR component models the linear dependence between the current and past values of the time series. The order of the AR component is represented by p, which is the number of values used in the model (Hyndman and Athanasopoulos, 2018).
The $I$ component removes the trend by differentiating the data. The order of the $I$ component is denoted by the letter $d$, which represents the number of differentiations.

The $MA$ component models the linear dependence between the current value and past residual errors. The order of the $MA$ component is denoted by $q$, which represents the number of errors in past predictions.

The entire model can be represented by formula 1, which can be found in Hyndman and Athanasopoulos (2018). $\phi_p$ and $\theta_q$ are the autoregression and moving average coefficients, respectively:

$$y_t = c + \phi_1 y_{t-1} + \cdots + \phi_p y_{t-p} + \theta_1 e_{t-1} + \cdots + \theta_q e_{t-q} + \epsilon_t$$  \hspace{1cm} (1)

The ARIMA algorithm selects suitable values of $p$, $d$ and $q$ by analyzing the autocorrelation and partial autocorrelation of the time series. After determining the values of $p$, $d$ and $q$, the ARIMA model is optimized for the data using Maximum Likelihood Estimation (MLE). Then, this model is used to make forecasts for future periods.

In general, ARIMA is a powerful algorithm for forecasting time series, which has a long history and extensive areas of application. It was selected due to not stationary nature of our dataset.

**LSTM**

The architecture commonly referred to as Long Short-Term Memory (LSTM) networks belongs to the domain of artificial neural networks known as Recurrent Neural Networks (RNNs), which are highly effective for time series forecasting. LSTM is specifically designed to identify and remember long-term dependencies in time series data (Al Musawi et al., 2023). This is achieved through the inclusion of a memory cell and three regulatory gates: The input, forget and output gates. These components are outlined in the source (Brownlee, 2017).

The LSTM model consists of three layers: An input layer, an LSTM layer and an output layer.

The input layer receives sequential data, which represent discrete time intervals and prepares it for processing by the LSTM layer.

The LSTM layer contains LSTM cells that store previous states and control gates to manage data flow.

Finally, the output layer interprets the processed signals from the LSTM layer and generates predictions for future values in the time series.

Training the LSTM algorithm is an elaborate process that uses Backpropagation Through Time (BPTT), a methodical technique that involves the meticulous calculation of gradients of the network’s loss function concerning the variable weights within the neural architecture. Following this detailed computation, these weights undergo an adjustment process through the application of an optimization strategy, such as the common Stochastic Gradient Descent (SGD).

The training phase is critical for the LSTM algorithm because it is during this period that the network learns the optimal adjustment of weights to minimize the error between the predicted output and the actual observed values of the time series data.

Despite its robustness and efficacy in time series forecasting, it is important to acknowledge that the LSTM network demands intensive computational resources during training. In addition, achieving peak performance typically necessitates precise calibration of hyperparameters.

In our implementation, we employed an LSTM architecture with four Keras layers. The initial layer comprises 128 LSTM units, followed by a second layer with 64 LSTM units. The third layer comprised 25 dense units and the last layer featured a single dense output unit. This architecture was chosen to balance model complexity with computational efficiency while still allowing for the capture of long-term dependencies within the sales data. This structure showed promising results during the initial testing and was not so resource-intensive. There were 10 training epochs for 12 and 24-h time frames and 5 epochs for the rest to ensure adequate compute time. The model was trained with the Adam optimizer and mean squared error as the loss function.

**Prophet**

Prophet is a forecasting algorithm developed by Facebook. It is designed to handle various time series data with various characteristics, including nonlinear trends, seasonality and the impact of holidays. The algorithm adopts a decomposable model that breaks down the time series into three distinct components: Trend, seasonality and holidays.

The prophet algorithm consists of three main components:

1. Trend component: Models non-periodic changes in the time series data over time
2. Seasonality component: Models periodic changes in the time series data over time, such as daily, weekly, or yearly. Prophet can model multiple seasonality components simultaneously and can handle seasonality with changing frequency or amplitude
3. Holidays component: Models the influence of holidays on data

The prophet employs a Bayesian approach during training, using Markov Chain Monte Carlo (MCMC) methods for more accurate parameter estimation of forecasts. This allows the algorithm to account for uncertainties and provide probabilistic forecasts. During the training process, the prophet iteratively adjusts the model parameters to minimize the difference between the forecasted values and the actual time series data (Letham and Taylor, 2017). It was selected as one of the simplest realization forecasting methods. Prophet was implemented with its default settings due to its automated nature and focus on
capturing trends, seasonality and holidays with minimal parameter tuning.

Materials

About the Dataset

The dataset used to compare the algorithms was provided by Tinkoff data and consists of anonymized relative sales in five categories: Pharmacies, railway tickets, books, sports goods and fuel. The data were recorded on an hourly basis from February 1, 2022, to January 31, 2023. To assess forecast quality, the data were aggregated into sets covering 4/8/12-h periods and 1 day. Tables 1-2 demonstrate the data structure.

Data Overview

The provided data are shown in Figs. 1-3. Each of the five categories exhibits a plummet in sales on January 1. This dip can be explained by the fact that New Year’s Day is the main holiday in Russia, which significantly reduces consumer activity. In the final days of December, there is a noticeable increase in the purchase of books, sports equipment and fuel. This can be explained by the fact that books are a traditional New Year’s gift, while sports equipment can also be used for this purpose. Pre-New Year purchases also increase the demand for fuel due to increased logistics volumes. Seasonal illnesses and people’s desire to stock up on necessary supplies before the holidays also contribute to a slight increase in medicine sales. On the other hand, sales of train tickets declined as they are usually purchased in advance.

Table 1: Field types

<table>
<thead>
<tr>
<th>Field</th>
<th>Field Type</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hour</td>
<td>Date time</td>
<td>Operation date and time (by hours)</td>
</tr>
<tr>
<td>Category</td>
<td>String</td>
<td>Category name</td>
</tr>
<tr>
<td>Cnt</td>
<td>float</td>
<td>Relative number of operations for that hour (from 0-1)</td>
</tr>
<tr>
<td>y</td>
<td>int</td>
<td>Numerical expression of relative sales, the value of 10000 is taken as 1, it is used for aggregation in other periods</td>
</tr>
</tbody>
</table>

Source: Developed by the author

Table 2: Data examples

<table>
<thead>
<tr>
<th>Date</th>
<th>Category</th>
<th>Cnt</th>
<th>y</th>
<th>Source: Developed by the author</th>
</tr>
</thead>
<tbody>
<tr>
<td>2022-02-01 05</td>
<td>Pharmacies</td>
<td>0.0732817</td>
<td>0733</td>
<td></td>
</tr>
<tr>
<td>2022-02-01 06</td>
<td>Pharmacies</td>
<td>0.1284307</td>
<td>1284</td>
<td></td>
</tr>
<tr>
<td>2022-02-01 07</td>
<td>Pharmacies</td>
<td>0.1973727</td>
<td>1974</td>
<td></td>
</tr>
<tr>
<td>2022-02-01 08</td>
<td>Pharmacies</td>
<td>0.3881773</td>
<td>3882</td>
<td></td>
</tr>
</tbody>
</table>

About Hardware

The forecasting analyses were conducted on a virtual machine equipped with 8 cores of an Intel Xeon Gold 6226R processor, 30GB of RAM and NVIDIA Quadro P6000 GPU.

Methods

About Metrics

The authors used three metrics to measure the precision of time series predictions: Mean Absolute Percentage Error (MAPE), Mean Absolute Error (MAE) and coefficient of determination, commonly referred to as $R^2$. These metrics are widely recognized and cited in the literature (Hyndman and Koehler, 2006) for their effectiveness in assessing the accuracy of forecasting models:

- **MAPE** is a popular metric for evaluating the accuracy of time series forecasts. It measures the average absolute percentage difference between the actual and forecasted values. **MAPE** is easily interpretable and provides a clear representation of the percentage.
error in the forecast. It can be used to compare forecasts involving diverse units of measurement or varying scales, making it a useful tool for comparison across different datasets.

- **MAE** measures the average absolute difference between the actual and forecasted values of a time series. **MAE** is easy to interpret and provides an idea of the average magnitude of errors in the forecast. It was normalized to an hourly basis for time intervals larger than 1 h.

### Pseudocode

The implementation of the forecasting models and evaluation metrics used various Python libraries. Specifically, LSTM was implemented using Keras version 2.1.4 Prophet with fbprophet version 1.15, ARIMA with statsmodels version 0.14 and evaluation metrics with scikit-learn version 1.2.2.

To elucidate the methodology employed for our comparative analysis, we present a structured pseudocode outline below. The following pseudocode outlines the overall algorithm for data preprocessing, model training, prediction, and evaluation. This schematic algorithm encapsulates our data preprocessing and modeling approach, which includes outlier removal, model training and performance evaluation across various categories and time frames. To determine the ARIMA parameters, each time frame was checked on every possible value between 2 and 14, d value between 0 and 2 and q value between 0 and 4.

```python
1 begin
2 data = read_file('sales_data.csv') // Read the dataset from a file
3 for the category in data.categories:
4     // Loop through each specified time frame
5     for time_frame in [1H, 4H, 8H, 12H, 1D]:
6         // Preprocess data: Remove outliers from the current category and time frame
7         processed_data = remove_outliers(data, category, time_frame)
8     end
9     for model_name in ['arima', 'lstm', 'prophet']:
10        // Initialize the model based on the model name
11        model = initialize_model(model_name)
12        train(model, processed_data)
13        // Make predictions with the trained model
14        predictions = model.predict(processed_data)
15        // Compute the metrics for the model’s performance
16        mape = compute_mape(processed_data.true_values, predictions)
17        r2 = compute_r2(processed_data.true_values, predictions)
18        mae = compute_mae(processed_data.true_values, predictions)
19        print(f"Category: {category}, Time Frame: {time_frame}, Model: {model_name}", end = ", R2:
20        MAPE: {mape}, MAE: {mae}, R2: {r2}"
21    end
22 end
```

### Results

The process of assessing forecast accuracy involved conducting predictions for each sales category using the chosen algorithms, spread out across different time intervals: 1, 4, 8, 12 and 24 h. To accomplish this, the data was partitioned, with 95% being used for training the models and the remaining 5% set aside for testing. The accuracy of these predictions, as determined by the computational models, is documented by the authors in Tables 3-4 for review and comparison.

An example of a highly accurate (MAPE is less than 5%) forecast is presented in Fig. 4. The blue line depicts the actual data used for model training, which accounts for 95% of the dataset. The red and orange lines represent the actual data for the remaining 5% of the dataset, along with the predicted values.

The plot in Fig. 5 illustrates the MAPE scores for each model across various sales categories.

The results demonstrate that ARIMA consistently exhibits superior performance as the forecasting horizon extends, particularly for daily predictions (Table 4). This aligns with the findings of Hyndman and Athanasopoulos (2018), who highlight ARIMA’s ability to effectively capture trends and seasonality over longer periods. However, our study further reveals that LSTM outperforms ARIMA in hourly forecasts for certain categories, such as fuel stations (Fig. 4). This suggests that LSTM’s capability to learn long-term dependencies might be advantageous when dealing with short-term fluctuations and potentially less pronounced seasonal patterns. Future research could explore hybrid models that combine the strengths of ARIMA and LSTM to achieve robust and accurate forecasts across various time frames. Figure 5 provides a visual representation of the MAPE for each forecasting model across the different sales categories when using a one-day forecasting horizon. The results reveal interesting insights into the models’ performance variations depending on the specific category.
Table 3: Results for 1/4/8 timeframes

<table>
<thead>
<tr>
<th>Source</th>
<th>8H</th>
<th>4H</th>
<th>1H</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MAPE</td>
<td>MAE</td>
<td>R²</td>
</tr>
<tr>
<td>Pharmacies</td>
<td>055.74</td>
<td>585.93</td>
<td>0.904</td>
</tr>
<tr>
<td>Railway tickets</td>
<td>043.48</td>
<td>859.97</td>
<td>0.736</td>
</tr>
<tr>
<td>Books</td>
<td>037.04</td>
<td>342.34</td>
<td>0.911</td>
</tr>
<tr>
<td>Sport goods</td>
<td>147.02</td>
<td>620.03</td>
<td>0.683</td>
</tr>
<tr>
<td>Fuel stations</td>
<td>043.52</td>
<td>924.01</td>
<td>0.664</td>
</tr>
<tr>
<td>LSTM</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 4: Results for 12/24 timeframes

<table>
<thead>
<tr>
<th>Source</th>
<th>12H</th>
<th>1D</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MAPE</td>
<td>MAE</td>
</tr>
<tr>
<td>Pharmacies</td>
<td>4.2</td>
<td>145.9</td>
</tr>
<tr>
<td>Railway tickets</td>
<td>10.2</td>
<td>355.8</td>
</tr>
<tr>
<td>Books</td>
<td>7.2</td>
<td>131.6</td>
</tr>
<tr>
<td>Sports goods</td>
<td>14.2</td>
<td>252.2</td>
</tr>
<tr>
<td>Fuel stations</td>
<td>4.3</td>
<td>156.1</td>
</tr>
<tr>
<td>LSTM</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Source: Developed by the author
ARIMA demonstrates consistent performance across all categories, maintaining a relatively low MAPE, indicating its ability to effectively capture the underlying patterns and trends in diverse sales contexts.

LSTM exhibits greater variability in performance. While it achieves a low MAPE for categories like fuel stations and railway tickets, the error increases notably for categories like sports goods. This suggests that the model’s effectiveness might be influenced by the specific characteristics of the sales data, like higher volatility or less pronounced seasonal patterns.

Prophet shows a similar trend to LSTM, performing well in certain categories like books and fuel stations but encountering higher MAPE values for sports goods.

These observations highlight the importance of considering the specific sales domain and data characteristics when selecting a forecasting model.

Conclusion

Assessment of ARIMA, LSTM and prophet models in time series sales forecasting reveals a range of informative results. Firstly, it is evident that all three models demonstrate a remarkable ability to produce accurate forecasts across sales categories. This ability holds great importance as businesses strive to predict fluctuations in demand and optimize their resource allocation strategies.

However, the sports category is a notable exception here. This contrast may be related to the range of organizations represented by sports Merchant Category Codes (MCCs), which can pose a challenge for accurate predictions if an MCC does not adequately capture the underlying business characteristics.

When focusing on forecasts with hourly intervals, a decline in performance appears, which likely results from the significant fluctuations in sales that can occur within a single day. In the case of hourly sales predictions, the models may face significant difficulties due to the high variability of sales at shorter time frames. However, the LSTM model, which can capture long-term dependencies, proved to be a reliable performer in this context. However, the LSTM model showed inconsistent results in repeated runs, with better performance sometimes and poor performance in others. In certain instances, the LSTM method demonstrated superior performance compared with the other two approaches during the initial attempt. However, the results were poorer in subsequent runs. Therefore, an average of two runs was calculated.

As the forecast horizon extends, ARIMA consistently shows better performance, particularly for daily forecasts. This reflects the ability of ARIMA to effectively model trends and patterns over longer periods. Beginning at the 4-h interval, ARIMA outperformed the other models in several categories, with the most significant improvement observed in daily predictions.

While all models exhibited strong performance in certain scenarios, our comparative analysis revealed distinct advantages depending on the forecasting context. ARIMA proved particularly effective for longer forecasting horizons, especially in daily predictions, aligning with its strength in capturing trends and seasonality. LSTM, on the other hand, demonstrated potential for accurate hourly predictions, particularly within categories like fuel sales, where its ability to learn long-term dependencies becomes beneficial. Prophet, with its ease of use and ability to incorporate holidays and other events, also presents a valuable tool, particularly for businesses seeking a rapidly implementable solution.

The study’s multiple findings not only provide a nuanced understanding of the comparative strengths and weaknesses of ARIMA, LSTM and Prophet in forecasting sales but also highlight the critical role of choosing the right time frames and careful model selection depending on the forecasting area. Such insights are anticipated to assist businesses in making data-driven decisions and optimizing sales forecasting operations.

There are still possibilities for future research. One promising direction involves exploring hybrid models that combine the strengths of ARIMA, LSTM and Prophet. For instance, a hybrid ARIMA-LSTM model could leverage ARIMA’s ability to capture long-term trends and seasonality while using LSTM’s capability to learn complex temporal dependencies from short-term data. Furthermore, exploring alternative deep learning architectures, such as convolutional neural networks or
attention-based models, might reveal new approaches for effectively capturing the unique characteristics of data acquisition.
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