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Abstract: Addressing the intricate challenges of security and privacy in big 

data necessitates a focused research approach toward the development of 

innovative frameworks, protocols and algorithms. This study advocates for a 

heightened focus on advancing encryption technologies and methodologies 

to bolster data anonymization, thereby fortifying the protection of user 

information. Additionally, emphasis is placed on enhancing data access 

control mechanisms to create more robust systems, ensuring only authorized 

users can access and utilize data, thus strengthening defenses against 

unauthorized breaches. Furthermore, there is a critical need to establish 

clear ethical guidelines governing the responsible utilization of data 

resources within societal and legal frameworks. Proactive research 

initiatives are recommended to devise novel methods for the early detection 

and prevention of malicious activities within the big data landscape, 

thereby preserving data integrity and privacy effectively. This survey 

provides a thorough analysis, consolidating various strategies to address 

security concerns in big data under a unified framework. It 

comprehensively covers applications, factors affecting security, challenges 

faced and potential fixes. By highlighting the importance of securing 

networks from external influences or attacks, this study contributes to the 

advancement of a more secure and resilient big data ecosystem. 
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Introduction 

Each day witness the creation of a substantial volume 

of data. This data deluge as depicted in Fig. 1 is 

continuously augmented by information originating from 

sensors, mobile devices, transactions, social media, 

enterprises and the general populace. The astounding 

upsurge in data can be attributed to the fact that we have 

generated more data in the past five years than in any 

previous period. Consequently, big data, characterized by 

the abundance of massive data sets, has emerged as one of 

the most fervently discussed research trends of our time. 

Large datasets, which can be either structured or 

unstructured, can be created by compiling massive 

amounts of information. Its ability to store a limitless 

amount of structured and unstructured, social and non-

social data has made it widely renowned in a few 

industries. It is an opportunity to improve business for 

large associations and corporate developments. Figure 2 

illustrates the prediction for big data revenue in America 

and the upcoming significance of big data. 

 

 
 
Fig. 1: The Big Data World 
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Fig. 2: Forecast of big data market size, based on revenue from 

2011-2027 (in billion U.S. dollars) (Holst, 2020) 

 

In light of connectivity and data transmission, data is 

provided in vast quantity and big data ought to be 

established for information mining computations. In order 

to fully take advantage of this opportunity, competent 

frameworks must be developed, keeping in mind the 

current challenges posed by its structure, scalability, 

security and analysis. Today's engineering of information 

processing frameworks has seen a shift from a centralized 

to a distributed architecture. Big data has quite recently 

taken the center period of the digital world. It's at the front 

line of everyone’s mind. Big data is one of the biggest 

buzzwords around at the moment and it is taking the world 

by storm it is overpowering the world and will influence 

everyone's life. It will change our point of view towards 

everything. 

Key Enablers for the Growth of “Big Data” are 

Increase of Storage Capacities 

A long time ago, organizations used millions of huge 

boxes to store our information. Presently, exploiting cloud 

innovation, there is an inconceivable increment in 

processing power at a small amount of expense. You could 

now store the worldwide exchange information for the 

greatest relies upon the highly fundamental hardware 

equipment. Cost is not an obstacle for any organization. 

Influence the adaptable, easy cloud innovation that is 

accessible and that can be set up in only two or three days. 

Increase of Processing Power 

The processing power of the central processing unit can 

be calculated using the Floating Operation Per Second 

(FLOPS). The accompanying examinations are drawn 

between the most dominant PC processors from 1956-2015. 

Over that timeframe, the case is that there has been a one-

trillion increment in flops of PC handling power. With this 

increment of processing capability, we can analyze the 

huge amount of data using single laptops. So if we use 

cloud computing, it can be quickly processed with less 

expense, which was unthinkable a few years back. 

Availability of Data 

According to Forbes magazine, the last two years 

alone have witnessed the creation of more data than in the 

entire history preceding them. To put this exponential data 

growth into perspective, let's examine some of the 

staggering data sources that contribute to this surge in just 

a single minute. For instance, within a mere 60 sec, more 

than 60 new blogs and a staggering 1500 blog posts come 

into existence, while over 70 new domain names are 

registered. Simultaneously, YouTube users upload an 

astonishing 600 new videos. Social media platforms 

further amplify this data explosion, with Facebook users 

collectively sharing over 100 terabytes of data each day. 

The sheer volume of data generation continues as users 

send 31 million messages and watch 2.7 million videos 

every minute. In addition, a staggering 694,445 searches 

are conducted on Google, 320 new accounts are created 

and more than 98,000 tweets are sent out every minute on 

Twitter. These astounding statistics underscore the crucial 

need for big data analytics to make sense of this immense 

data influx. The insights derived from this data can benefit 

businesses, academia and society as a whole. 

This complicated topic by presenting a thorough 

overview of the most recent advancements in big data 

analytics and security. Our numerous contributions include 

a number of well-designed taxonomies for big data 

analytics and security that show fascinating connections 

between different variables and ideas. We also go over 

significant research-related lessons learned, emphasizing 

the parallel and non-converged security research operations 

that might lead to serious security flaws. In order to close 

the gap and increase overall security, we recommend 

implementing an enhanced dependability foundation. In 

addition, we offer insights into open research topics that can 

direct additional study in this field. In order to advance the 

state of the art in big data analytics and security, our 

survey offers a significant resource for academics and 

industry professionals. 

Application of Big Data 

There are several applications of big data 

technology (Agrawal et al., 2011; Chen et al., 2014; 

Manyika et al., 2011; Warren and Marz., 2015; 

Schmidt and Hildebrandt., 2017; Stergiou and Psannis., 

2017a; Zikopoulos and Eaton, 2011). Some of them are 

presented here. Figure 3 shows the various applications 

of big data technology. 
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Fig. 3: Applications of big data 
 
 
Banking Sector 

Protection concerns are regularly brought up by the 

use of client information. A large-scale information 

inquiry may find sensitive personal information by 

revealing hidden connections between seemingly 

unrelated pieces of information. According to research, 

62% of investors are cautious when using vast amounts of 

information due to protection concerns. Additionally, 

spreading client information throughout offices to provide 

more opulent experiences increases the risk of security. 

For instance, the income, investments, mortgages and 

protection strategies of the clients ended up in the wrong 

hands. Such incidents exacerbate information security 

concerns and discourage customers from disclosing 

personal information in exchange for tailored offers 

(Srivastava et al., 2017; Cerchiello and Giudici, 2016; 

Das., 2020). The use case is displayed in Fig. 4. 

Smart Education 

Education is the foundation of any country. In the 

event that education isn't rendered most appropriately for 

each learner, he/she won't perform well. Moreover, the 

obligation to guarantee quality education totally relies 

upon the legislature and educational institutions. Big data 

can create exceptional outcomes and present inventive 

information-driven methodologies for educational 

institutions as shown in Fig. 5. Due to the COVID-19 

pandemic, the mode of education has shifted to Online. 

The pandemic has upset the education segment, a basic 

determinant of a nation’s economic future. Clearly, the 

pandemic has transformed the incredibly antiquated, 

chalk-talk teaching approach into one that is innovation-

driven. Policymakers are being forced by this disruption 

in the delivery of education to figure out how to increase 

commitment at scale while ensuring full e-learning 

arrangements and managing the digital environment. In 

numerous nations, the employment of big data in schools 

and universities is normal (Olanrewaju et al., 2016; West, 

2012; Drigas and Leliopoulos, 2014; Sedkaoui and Khelfaoui, 

2019; Elia et al., 2019; Maldonado-Mahauad et al., 2018; 

Cantabella et al., 2019). 

Media and Entertainment 

The entertainment sectors and media cooperate must 

drive electronic change to scatter their things and 

substance in the present market as quickly as possible. 

The accessibility of looking and getting to any content 

anyplace with any gadget turns into an across-the-board 

practice. We now have access to everything at our 

fingertips and big data has been the backbone of this 

amazing transformation (Suri and Singh, 2018; Arsenault, 

2017; W. E. F., 2016). 

Social Media 

Social media life is one of the most mainstream 

advanced media divisions in the present world. The 

foundation of online life-promoting promotion lies in the 

use of big data. In spite of the fact that it isn't allowed to 

utilize all kinds of data in online networking, it is significant 

for legitimate upkeep and client satisfaction. It examines the 

inclination, conduct and peak timing of a client to stay 

relevant and competitive (Yadranjiaghdam et al., 2017; 

Tsou, 2015; Felt, 2016). 
 

 
 
Fig. 4: Use of big data in the banking sector 
 

 
 
Fig. 5: Big data in the education field 
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Tourism 

The tourism industry is primarily founded on the 

enthusiasm of a region toward the traveler group and how 

they present the most attractive package of visits to the 

traveler upon request. Present-day travelers are bound to 

utilize a computerized world as opposed to an office setup 

in a traditional way. Vast information accumulates 

information on tourists all around the globe about spots 

and people that can be enormously useful for the country 

and tourist company in the following ways as shown in 

Fig. 6 (Fuchs et al., 2014; Miah et al., 2017). 

Airline Industry 

The aircraft business makes the best use of big data as 

it gives them moment-to-minute operational information. 

It assists with the accumulated data about customer 

service, ticketing, climate estimates and so forth. A little 

carrier can likewise respond and make choices for 

consumer satisfaction and to fulfill the assistance of big 

data (Kasturi et al., 2016; Oh, 2017). 

Retail Industry 

The retail business is driving from the front in a 

nation's economy. Big data gives an open door for this 

division by the investigation of the aggressive commercial 

center and customer satisfaction as shown in Fig. 7. It 

decides customer commitment and consumer loyalty by 

gathering diverse information. It can improve the 

presentation and proficiency through the basic 

investigation of the data gathered by big data (Chen et al., 

2012; Waller and Awcett, 2013; Erevelles et al., 2016). 

Telecommunication 

Telecommunication is one of the most famous client 

gatherings of big data applications. With the expanding 

measure of information going through various 

correspondence channels, it is imperative to gather this 

data to boost the benefits and compelling techniques for 

organizations. It visualizes information that improves the 

board and consumer satisfaction (He et al., 2016, Van, 

2013; Ahmad et al., 2019; Khan et al., 2019; Dam, 2013) 

is as shown in Fig. 8. 

 

 
 

Fig. 6: Big data in tourism 

 
 
Fig. 7: Big data in retail 

 

 
 
Fig. 8: Big data in telecommunication 
 

Digital Marketing 

Marketing trends for the business have totally 

changed. Computerized promotion is the way to make any 

business effective. Presently, not just the enormous 

organizations can run showcasing limited time exercises 

but additionally, the little business people can run effective 

publicizing efforts via web-based networking media stages 

and promote their items. Big data has made computerized 

advertising extremely amazing and it has become a 

fundamental piece of any business (Leeflang et al., 2014; 

Brown and Harmon, 2014; Das, 2021). 

Agriculture 

In agriculture, Big data is doing a compelling job to 

improve the productivity of the farmers. The objective is 

to limit the farmers' misfortune and increase the age of 

important nourishment grains for the residents of the 

countries. Data science has helped a great deal to acquaint 

advanced and modern strategies with the current farming 

customs. Employments of big data make us ready to meet 

the necessary measure of yearly production and expel the 

need to import products (Bendre et al., 2015; Gupta et al., 

2020; Crampton et al., 2015). With the help of big data, 

we can improve the production of crops with accurate 

crop prediction mechanisms as shown in Fig. 9. 
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Fig. 9: Big data in agriculture 

 

National Security 

Innovation has molded our lives and improved with its 

colossal conceivable outcomes. Big data is liable for the 

accomplishment of these items. In many police powers, big 

data is utilized to improve their work process and 

activities all around the globe. Developed nations like 

the USA and UK have actualized big data in their social 

and security exercises sometime in the past, but some 

developing nations have likewise begun accepting the 

advantages of utilizing big data now (Crampton et al., 

2015; Klein et al., 2016; Brewster et al., 2015). 

Disaster Management 

Consistently disasters like typhoons, floods and 

seismic tremors cause immense harm and claim numerous 

lives. Researchers are not able to foresee the possibility of 

catastrophe and play it safe by the legislatures. It is the 

critical drawback of the huge impact. In spite of the fact 

that the employment of big data in calamity is not new, 

the ongoing improvement of AI, information mining and 

representation are helping meteorologists to gauge 

climate conditions all the more precisely (Puthal et al., 

2016; Choi and Bae, 2015). 

E-Commerce 

E-commerce makes a high-performing advertising 

model that sets a start-up apart from the current one and 

becomes fruitful. Web-based business proprietors can 

distinguish the most seen items and the pages that 

showed up the maximum number of times. It assesses 

the client's conduct and proposes comparable items. It 

builds a high quantity of deals for the customer and 

produces income. When an item is added to the cart but 

is not yet conclusively purchased by a client, Big data 

analysis can naturally send limited-time special offers to 

that specific client. Big data applications can create and 

sort reports according to the customer's age, location, 

gender and so on (Braik et al., 2016; Silahtaroglu and 

Donertasli, 2015). 

Health Care 

A couple of years back, the job of big data in the 

medical field was not mentionable. Be that as it may, 

information science is overwhelming to improve social 

insurance these days. Big data acquainted with 

recognizing treatment as well as improved the way toward 

rendering human services as shown in Fig. 10. Big data 

greatly affects decreasing misuse of cash and time. 

Nearby, legislatures are utilizing big data to grow new 

foundations and emergency services (Sun and Reddy, 

2013; Belle et al., 2015; Lv and Qiao, 2020; 

Pramanik et al., 2020). 

Challenges of Big Data 

Figure 11 shows different big data challenges. 

Scalable and Interoperable Computing Infrastructure 

A vast and diverse array of data is gathered from all 

corners, encompassing both dynamic streaming and non-

streaming data, along with structured and unstructured 

data. This continuous flow of data, ranging from machine-

to-machine interactions to machine-to-human 

communications, presents a formidable challenge in terms 

of data storage, sharing and processing. To effectively 

address these challenges, there is a pressing need for a 

scalable and interoperable computing infrastructure. 

 

 
 
Fig. 10: Big data in the healthcare sector 

 

 
 

Fig. 11: Big data challenge taxonomy 
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Real-Time Intelligence 

Intelligent decision-making necessitates the analysis 

of both current and historical data. However, due to the 

substantial volume and diverse nature of this data, 

processing it is already a complex task. When coupled 

with the requirement for real-time processing, the design 

of new algorithms capable of delivering real-time insights 

from such extensive datasets becomes an even more 

daunting challenge. 

Knowledge Representation 

Artificial intelligence and novel machine learning 

theory are needed for big data analytics. The lack of 

intuitive physical interpretation in machine learning and 

artificial intelligence processes and outputs is well 

established (Wagstaff, 2012). It is crucial to close this 

knowledge gap by offering appropriate knowledge 

interpretation in order to use artificial intelligence and 

machine learning to make wise decisions. 

Security and Privacy 

Data often contains sensitive information, whether it 
pertains to an organization's confidential data or an 
individual user's private information. Crucially, this data 
can influence decisions that impact the secure operation 
of critical infrastructure. As a result, security and privacy 

are paramount concerns. 
Even though they are crucial, traditional security 

techniques are inadequate for big data systems. Big data 
security presents new, distinctive problems that involve 
data and applications. For instance, the main focus of big 
data security platforms currently in use is fine-grained 

security achieved by in-depth data analysis. However, 
such models inadvertently open the door to potential 
misuse of user data by applications and service providers. 
This concern has given rise to the concept of differential 
privacy, which strives to protect sensitive user 
information while still supporting valuable data analytics. 

Big Data Security and Privacy 

Big data systems need traditional security measures, 
but they are insufficient in this case. Big data security 
presents certain particular difficulties in terms of both 
applications and data. As an illustration, modern big data 

security solutions put a lot of effort into offering 
granular security through in-depth analysis of stored 
data. However, these models inadvertently enable the 
misuse of user information by services and application 
developers. Figure 12 displays the main security issues 
that need to be resolved. 

Infrastructure security: Data is kept on equipment 

owned by others. User data loss could result from 

intrusions, assaults, memory corruption, physical 

damage, etc. 

 
 
Fig. 12: Security challenges in the big data 

 

Data management: To facilitate quick recovery, high 

availability and fault tolerance, data should be stored and 

copied on many machines. 

Data privacy: Even though users access data from 

machines owned by other parties, service providers 

shouldn't have access to the queries, files, or data that 

users issue or access. 

Integrity and reactive security: Data owners should be 

able to check that the uploaded data is still present on the 

server and that no unauthorized parties have accessed or 

modified it. Real-time monitoring of attacks on programs 

and devices used to collect data is necessary. 

Security and privacy is a big concern for big data. 

Numerous organizations utilize some sort of big data 

system, yet many don't get the security essentials right. 

Just like the case with numerous new innovations, 

security is regularly disregarded or is, best-case scenario, 

a reconsideration. The outcomes of not completely 

considering a big data security setting can anyway be 

incredibly harmful. We discuss the estimation of 

information and information has a place with the 

individuals who sort out this information and work with 

this information. So if this information gets lost, at that 

point, you may have lost worth or notoriety only one 

company, possibly the biggest retailer, target, is aware of 

the terrible reputational loss brought on by missing 

information. Target shops all around the country were 

impacted by a significant hack in late 2013- just before 

the start of the holiday shopping season. As well as 

information from about 40 million visa applications, 

individual data from about 70 million consumers were 

collected. Target has paid out compensation to the 

impacted parties totaling just under $300 million as a 

result of the breach. It resulted in an immediate decline in 
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sales, an incalculable loss of client confidence and 

reputational harm. 

A Breach at Terracom and its subsidiary Yourtel 

America accidentally released 310,000 records of 

potential organization clients. The data was seen through 

Google for the vast majority of the year 2013. In 2014, a 

penetration at AT&T uncovered 280,000 client records. 

Organizations presently face fines particularly if 

information penetrates emerged from organization 

carelessness. The Federal Communications Commission 

or FCC found that Terracom, Yourtel had put away the 

client data on an unsecured server. The organizations were 

fined $10 million, which was brought down to 3.5 million. 

AT&T employed a few considered focuses with a side 

business of selling client data. For their absence of 

oversight, they were fined $25 million. Yahoo itself didn't 

recognize the spillage of a huge number of its records. In 

2018, its proprietor, Albata was fined $35 million. In 

2018, an IBM report assessed that information breaks cost 

each organization a normal $148 per private record that 

they spilled. It tends to be profoundly troubling to 

discover that data relating to your well-being has been 

spilled. This kind of data is inherently private and secret. 

A large portion of us would not need it shared past our 

medical care experts and maybe a couple of friends and 

family. There are wide-going situations where private or 

classified clinical data may advance into the public area 

or to outsiders without the individual concerned. This can 

regularly occur because of carelessness or malicious 

attacks, for example, when an individual or expert 

relationship breaks down and one individual reveals 

private data, inspired by outrage or looking for vengeance. 

A case of this is the situation of Cooper vs Turrell EWHC 

3269, which concerned the deliberate posting on the web 

of data identifying the soundness of the petitioner by a 

previous representative. 

Every year, cybercriminals target medical clinics and 

healthcare centers, extracting a significant number of 

clinical records, many of which end up being sold on the 

darknet for substantial sums of money. HHS’ Office of 

Inspector General investigated almost 400 cases of 

clinical data breaches. In 2018, Protenus, a cybersecurity 

firm, identified around 222 instances of medical record 

data breaches, marking a 25% increase since 2017. 

Hackers are drawn to clinical records because they 

contain a patient's complete personal information, 

including their name, address history, financial data and 

social security numbers. This trove of information is 

enough for hackers to apply for credit lines or set up 

fraudulent accounts in the patients' names, potentially 

leading to identity theft and financial fraud. Hospitals and 

healthcare organizations are often perceived as easy 

targets due to their relatively low level of security, making 

it straightforward for cybercriminals to access vast 

amounts of personal data for nefarious purposes. 

Increasingly, hackers are not only stealing this data but 

also selling it on the black market. Buyers of such data 

may use it to create fake IDs for purchasing medical 

equipment or drugs or to file false insurance claims. The 

stolen records can carry significant price tags, with a 

patient's full medical history potentially fetching up to 

$1,000. In comparison, social security numbers and credit 

card data typically sell for much lower prices. For 

instance, one hacker known as "the dark overlord" 

attempted to sell 655,000 clinical records from three 

healthcare organizations for nearly $700,000 on the 

darknet. However, when the case gained notoriety, the 

hacker attempted to return the unsold records to the 

healthcare organizations. The repercussions for patients 

whose identities are stolen can be catastrophic. They often 

face a tumultuous process of rectifying the damage caused 

by the misuse of their personal information, including 

financial losses and medical procedure charges. Even 

after the perpetrator is caught, victims may continue to 

grapple with the consequences, such as damage to the 

integrity of their medical records. These cases primarily 

occur outside India. 

As medical data gets digitized in the Indian setting and 

with a large number of advanced medical records being 

created each day, medical services suppliers likewise need 

to take a gander at network protection truly. In the most 

recent information leak identified with the user in India, 

over a million clinical records and 121 million clinical 

pictures of Indian patients, including X-rays and scans, 

have been released online to be open by anybody. As 

indicated by German cybersecurity organization 

Greenbone networks, the patient records and scans from 

India additionally incorporate details, for example, the 

name of the patient, their date of birth, the public ID, name 

of the clinical foundation, their clinical history, doctor 

names and other details that are meant to be classified. 

Among the spilled information are clinical records from 

Mumbai’s top breach candy hospital and Utkarsh Scans, 

a generally notable clinical imaging supplier. Upon audit, 

Inc42 found that the connection where the information has 

transferred likewise permits anybody to download the 

patient's clinical details. From this, we identified that 

securing Healthcare records is a hot topic of research. 

Since we are using third-party storage systems like the 

cloud, security and privacy are an important concern. 

From the above case, we can understand the importance 

of the security mechanism needed to secure data storage. 

Big data-enabled cloud computing is a solution for storing 

a large volume of data at a low cost. Cloud computing is 

a method of utilizing I.T. that has these five similarly 

significant attributes. To begin with, you get figuring 

assets on request and self-service. You should simply 

utilize a basic interface and you get the processing power, 

storage and networking you need, with no requirement for 
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human intervention. Second, you can access these assets 

over the net from any place you need. Third, the supplier 

of those assets has a big pool of them and allocates them 

to clients out of that pool. That permits the supplier to get 

economies of scale by purchasing in mass and giving the 

savings to the clients. Users don't need to know or care 

about the specific physical area of those assets. Fourth, the 

assets are flexible. If we need more resources, we can get 

more quickly. In the event that you need less, you can 

downsize. Furthermore, last, the clients pay just for what 

they use or reserve as they go. In the event that they quit 

utilizing assets, they quit paying. Let's now focus on 

security architecture on the cloud. 

The big data sector makes considerable use of cloud 

computing, a relatively new paradigm in digital 

technology (Griebel et al., 2015). It enables the simple 

exchange or transfer of medical data among numerous 

parties and offers efficient information storage. Cloud 

services offer significant advantages in terms of the 

efficient and effective processing, updating and cost-

effective storing of information. The fact that the data is 

stored on a large network of remote servers that are 

connected to one another and run as a single ecosystem 

that can be accessed by several people from various 

locations puts both privacy and security at risk 

Furthermore, storing data on servers owned by third 

parties unintentionally increases the risks involved 

because the majority of information is very sensitive and 

personal. Given the fragility of information in the public 

domain, there is an urgent need to establish a more secure, 

efficient and effective platform for data access and 

exchange across stakeholders. Figure 13 shows the 

security and privacy of big data taxonomy. 

Security within the realm of big data has emerged as a 

subject of significant interest for researchers. This 

heightened attention is primarily attributed to the fact that 

big data storage systems present lucrative targets for 

potential intruders (Santos and Masala, 2019; Jeong and 

Shin, 2016). Big data, defined by its three characteristics 

High volume, high velocity and high variety of 

information, gives rise to complex challenges in 

storage and introduces vulnerabilities that are 

challenging to address in real-world scenarios 

(Stergiou and Psannis, 2017b). 

Furthermore, it's essential to recognize that cloud 

servers and other big data servers cannot be entirely 

trusted. For instance, in critical applications like 

healthcare, where secure large-scale storage is imperative 

due to the need to safeguard extensive genome data, the size 

of which can reach up to 140 gigabytes (Stergiou and 

Psannis, 2017b). This inherent need for security often 

compels data owners to entrust their private and sensitive 

data to cloud or big data servers, despite the associated 

security concerns (Wei et al., 2019). 

 
 
Fig. 13: Taxonomy of security and privacy-preserving big data 

 

Within the domain of big data storage systems, various 

security threats loom, including password guessing 

attacks, brute force attacks, stolen verifier attacks and 

more. Prior security approaches have sought to protect 

data by transmitting it in encrypted form. However, these 

methods have often fallen short of providing adequate 

confidentiality and privacy for both data owners and users 

(Li et al., 2017). Consequently, the realm of big data has 

introduced critical concerns regarding data security. 

From a security standpoint, it is essential because of: 

 

• When ciphertext is modified, access policies are not 

stated and in this case, user legitimacy is 

compromised, which implies who wants to access the 

data is still a major worry in big data 

• There is no authorized organization to oversee the 

outsourcing of data storage and sharing 

 

Real-time security (authentication, data 

confidentiality and integrity) monitoring is crucial for 

massive data storage systems. 

Literature Survey 

Companies and organizations in the digital age 

struggle to manage their complex data effectively. 

Outsourcing the data to a cloud is a wise move given the 

development of cloud storage. The two major issues with 



Uma Narayanan et al. / Journal of Computer Science 2024, 20 (9): 1121.1145 

DOI: 10.3844/jcssp.2024.1121.1145 

 

1129 

big data are how to securely store the data and how to offer 

access control over the stored data (Jadon and Mishra 

2019). This is because large data frequently contains a 

significant amount of personally identifiable information. 

We mostly summarise the current situation of protecting 

massive data stored in clouds in this section. 

This study delves into the application of various 

techniques in the context of big data within a cloud 

environment, taking into account both cryptographic and 

non-cryptographic approaches. Furthermore, it explores 

methods for upholding data security, privacy and 

anonymity in the cloud. To effectively query encrypted 

data stored on third-party cloud servers, specialized 

Searchable Encryption (SE) approaches are elucidated. 

Traditional search methods are ineffective due to data 

encryption. As a solution, Searchable Symmetric 

Encryption (SSE) is introduced. Unlike other surveys, our 

research comprehensively covers all aspects and 

techniques related to cloud privacy and security. 

Cryptographic and non-cryptographic procedures are 

the two main categories that are taken into consideration. 

Public key encryption, symmetric key encryption and 

other cryptographic primitives are some of the encryption 

techniques used in cryptographic schemes. Access control 

technologies like Role-Based Access Control (RBAC), 

Attribute-Based Access Control (ABAC) and others are 

included in non-cryptographic systems. Figure 14 shows 

how privacy-preserving techniques are categorized. The 

most recent developments in big data security in a cloud 

context are covered in this section. This section is divided 

into two classes: Data security and retrieval in large data 

clouds using cryptographic methods and user privacy 

(authentication) in big data clouds using non-

cryptographic methods.  

Cryptographic Method in Secure Cloud Big Data 

The access control method can be basically classified 

as shown in Fig. 15. 

 

 
 
Fig. 14: Classification of cryptography 

 
 

Fig. 15: Access control method 

 

 

 

Fig. 16: Attribute-based access control structure 

 

Attribute-Based AC 

Attributed based access control method is shown in 

Fig. 16. Dutta et al. (2020). Employing Semantic Web 

technologies, an attribute-based access control model 

executes access control decisions by performing dynamic 

reasoning over these attributes and context-driven rules. 

The above framework represents the physical context that 

is derived from context-driven regulations and sensed 

data (attributes). The system makes decisions about 

access control by taking into account the device type, the 

details of the information collected by the cloud service 

provider and the context of the user. The system's access 

control decisions are supplemented by another sub-

system that uses behavioral and network data to 

identify breaches into smart home systems. The 

integrated technique helps identify signs that a smart 

home system is being attacked and restricts the amount 

of data leaks that such attacks can cause. 

A semantically rich access control system is 

proposed by Joshi et al. (2017). that makes use of an 

access broker module to assess decisions based on rules 

created using the organization’s confidentiality policy. 

Before deciding whether to grant access, the suggested 

system evaluates the multi-valued properties of the user 

making the request and the requested document, which 

is kept on a cloud service platform. Additionally, our 

system uses oblivious storage techniques to ensure an 
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end-to-end oblivious data transaction between the 

organization and the cloud service provider. As a result, 

a company can utilize our technology to encrypt its 

documents and hide its access patterns from unreliable 

cloud service providers. 

In this research, researchers create a smart farming 

ontology to protect the ecosystem that Chukkapalli et al. 

(2020) have created for smart farms. The ontology 

represents a variety of physical entities, including sensors, 

farm laborers and their interactions. We implement an 

Attribute-based Based Access Control (ABAC) system to 

dynamically assess access control requests using the 

expressive ontology. 

A safe authentication technique using a tree-based 

signature in a hierarchical attribute authorization structure 

has been presented by Shen et al. (2017). It is used in 

multi-level structures for user authentication. It defends 

against replay attacks and forgery attacks while still 

preserving privacy. Greater temporal complexity and 

storage problems result from hierarchical attribute 

authorized structures. 

The decentralized access control technique was 

introduced by Ruj et al. (2014) and it can offer users 

anonymous authentication while thwarting replay 

assaults. And supporting data creation, data modification, 

reading data stored and user revocation. 

Colombo and Ferrari (2017a), have introduced an 

Attribute-Based Access Control (ABAC) framework for 

NoSQL data stores, utilizing SQL++. This framework 

provides robust access control mechanisms to enhance 

privacy protection, but it may pose challenges for 

administrators in terms of setting up access control 

policies. This complexity is particularly evident when 

dealing with NoSQL systems, which are schema-less and 

characterized by heterogeneous data structures, requiring 

fine-grained access control policies. 

Gupta et al. (2017), have introduced extensions to the 

existing authorization capabilities within the Hadoop core 

and its related ecosystem projects, such as Apache Ranger 

and Apache Sentry. They introduce a fine-grained 

attribute-based access control model known as HeABAC, 

specifically tailored to meet the security and privacy 

requirements of multi-tenant environments operating 

within the Hadoop ecosystem. 

In a separate work, Longstaff and Noble (2016) have 

developed an efficient implementation of Attribute-Based 

Access Control (ABAC) for large-scale applications that 

utilize a variety of data storage technologies, including 

Hadoop, NoSQL and relational database systems. There 

are two important phases in the ABAC authorization 

procedure. First, a set of permissions is generated to 

specify which data a user can access during a transaction. 

Then, query modification is used to add code that enforces 

ABAC controls to the user's transaction. 

 
 
Fig. 17: Role-based access control structure 

 

Role Based AC 

Role-based access control method is shown in Fig. 17. 

Ulusoy et al. (2015), have introduced the GuardMR 

framework, designed to implement fine-grained Role-

Based Access Control (RBAC) within the popular big 

data platform, Hadoop, running on top of MapReduce. By 

separating and perhaps altering the key-value pairs that 

are extracted from a target data asset using a MapReduce 

task and supplied as input to the Map function, GuardMR 

secures data. 

Colombo and Ferrari (2017b) have integrated the 

RBAC model into the MongoDB platform, enhancing it 

with support for specifying and enhancing purpose-based 

policies. These policies were initially used in relational 

database systems to regulate access at the document level. 

Gupta et al. (2017), have introduced object tagged 

RBAC, an RBAC model that combines RBAC role-based 

authorization tasks with support for object attributes. 

They have implemented a prototype of this model by 

incorporating role support into Apache Ranger. 

Nabeel and Bertino (2014), have implemented an 

access control technique within Cassandra, employing an 

efficient RBAC authorization design that operates within 

Cassandra's distributed architecture. This approach serves 

as an example of a platform-specific solution built on 

platform-specific features. 

Identity Based Access Control 

In the identity-based access control domain, (Xiong et al., 

2022), have presented a mechanism to safeguard cloud 

data confidentiality by introducing cloud-based fine-

grained access control systems. Their scheme allows 

verifiable outsourcing, enabling computationally 

expensive operations at the receiver to be offloaded to 

an untrusted cloud server. The scheme features 

efficient revocation functionality (R-IBSC) based on a 

binary tree structure. Belchior et al. (2020), have put 

forth an access control system rooted in the self-sovereign 

identity paradigm. Verifiable Credentials (VCs) represent 

qualities, while players' identities are represented by their 

Decentralized Identifiers (DIDs) in this system. With the 

help of blockchain technology and conventional access 

control mechanisms, the Self-Sovereign Identity Access 
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Control (SSIBAC) paradigm enables cross-organization 

identity management through decentralized 

authentication and centralized authorization. Notably, 

sensitive user data is not stored as part of this access 

control procedure. Gupta et al. (2018), have introduced a 

framework that incorporates user smart cards to ensure 

secure access to Cloud-based services and data in a 

distributed IoT environment. They employ an identity-

based access control mechanism to ensure secure access 

for authenticated users. Unlike many conventional cloud 

access models that require separate account management 

for various services from the same provider, this study 

focuses on resource-constrained IoT devices in a 

distributed cloud computing IoT environment. They 

propose a novel framework that enables users to access 

different cloud services using the same password 

credentials and a smart card. 

Additionally, a novel lightweight identity 

authentication-based access control scheme for the cloud 

has been introduced (Shen et al., 2016). This scheme 

utilizes an authorized agency to assist in authentication 

and key distribution. By employing XOR and hash 

functions to obscure parameters and verify identities, this 

scheme boasts a low computational cost. Furthermore, it 

shifts the primary computational load to the authorized 

agency, rendering it more efficient than other access 

control schemes. 

With the rapid advancements in IoT, numerous IT-

based services and applications are being developed for 

user convenience, and cloud computing adoption will 

significantly shape future Internet applications. The paper 

(Gupta and Quamara, 2018) proposes a framework using 

smart cards for secure, identity-based access to cloud 

services and data in a distributed IoT environment, 

including informal security and functional analysis. 

Mandatory Access Control (MAC) 

In a paper (Hu et al., 2011a), the authors present a 

comprehensive method for property verification in 

Mandatory Access Control (MAC) models. By creating a 

uniform framework for MAC models, this method makes 

property verification easier and makes it possible to 

generate test cases automatically. The process entails 

describing generic access control properties using a 

property language and representing MAC models in the 

specification language of a model checker. The integrity, 

coverage and confinement of these features within the 

MAC models are then evaluated using the model checker. 

Ultimately, a combinatorial covering array is used to 

produce test cases for the system implementations that are 

based on these models. 

Zhang et al. (2005). introduce a model-checking 

algorithm designed to evaluate whether a MAC policy can 

fulfill a user's access request while preventing 

unauthorized access to malicious objectives. Unlike a 

generic model language, this method mandates that MAC 

system policies and agent goals be described using the 

Access Control (AC) description and specification 

language introduced as RW in their previous work. 

However, this language has limitations in specifying 

dynamic or historical aspects of MAC models and lacks 

support for general access constraint descriptions. 

Mandatory Access Control (MAC) is a policy model 

that dictates access rights, with ordinary users unable to 

modify these access rules, relying on centralized 

administration (Bell and LaPadula,1976; Xiaolei Qian and 

Lunt, 1996). It enforces security labels to regulate access 

to sensitive data, categorizing data as top-secret, secret, or 

confidential and granting access based on the user's trust 

in the Certificate Authority (CA). The bell-Lapadula 

model is used to control information flow and ensure 

that lower-security data is not disclosed to higher-

security entities. However, MAC is a rigid security 

management model controlled by a central entity and 

lacks adaptability, making it unsuitable for resource-

constrained IoT environments. 

Mandatory Access Control (MAC) is a control 

mechanism where the system specifies subject categories, 

security levels and their relationships with objects (Bell and 

LaPadula, 1996). There are two primary implementation 

models of MAC. The first is the Bell-Lapadula (BLP) 

model, where subjects with low-security levels have write 

permissions for objects with high-security levels, while 

subjects with high-security levels have read permissions 

for objects with low-security levels. The other model is 

the Biba model, in which subjects with high-security 

levels have write permissions for objects with low-

security levels and subjects with low-security levels have 

read permissions for objects with high-security levels. 

Discretionary Access Control 

The discretionary-based access control method is 

shown in Fig. 18. 

 

 
 

Fig. 18: Discretionary access control structure (Downs et al., 1985) 
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Graham and Dennig created Discretionary Access 

Control (DAC), an access control that serves as the 

foundation for security systems. Figure 18 depicts the 

DAC structure. Centralized access management which is one 

of the types that is often used for access control is 

Discretionary Access Control (DAC) (Bell and LaPadula, 

1996). Based on their identities or user groups, DAC 

provides authorized users access to items. Users have the 

autonomy to delegate their rights or power to any other 

user. The link between users and objects was the 

foundation upon which DAC was created. The subject's 

access privileges have an impact on the access control 

decisions. The assigned access privileges for each object 

are shown in the access matrices. DAC is a simple and 

flexible AC, therefore which is made use in real life in IoT 

deployments, such as where IoT resources are identified 

by its Media Access Control (MAC) address. 

Users control access to resources in the 

Discretionary Access Control (DAC) models Graham 

and Denning (1971) and they can grant permissions to 

their resources by including them in Access Control 

Lists (ACL). Users (or groups of subjects) are given 

authorization to access resources by each entry in the 

access control list (Jayant et al., 2014) Objects typically 

store the permissions. Via DAC, users decide the access 

rights to the resources they belong to, as opposed to MAC, 

where permissions are supplied by the administrator via 

established policies. UNIX, FreeBSD and Windows-based 

operating systems currently use DAC. Different approaches 

are shown in Figs. 19-21. 

 

 
 
Fig. 19: Central approach 

 

 
 
Fig. 20: Hybrid approach 

 
 
Fig. 21: Distributed approach 

 

Access control is a widely utilized technical method 

for upholding the confidentiality and integrity of data 

across various aspects of systems and information 

security. Access control primarily deals with regulating 

resource access rights between subjects and objects. 

However, it's noteworthy that in the domain of 

virtualization, security challenges often arise due to 

unauthorized resource access (Lampson, 1974). 

Cryptographic Method in Secure Cloud Big Data 

Cryptography, which means hidden writing, 

involves the design of protocols to safeguard secret 

messages from being accessed by unauthorized third 

parties. Cryptographic methods encompass both 

symmetric key cryptography and asymmetric key 

cryptography (refer to Figs. 22-23). In symmetric key 

cryptography, the same key is used for both encryption 

and decryption, whereas in asymmetric key 

cryptography, distinct keys are employed. 

(Prasetyo et al., 2014) Proposed the application of a 

symmetric encryption algorithm for IoT. They 

implemented the Blowfish encryption algorithm using 

VHDL on FPGA resources. Their evaluation considered 

performance metrics such as security, encryption time, 

avalanche effect and throughput, yielding positive 

outcomes. It's worth noting that this assessment focused 

exclusively on text inputs and did not take multimedia 

inputs into account. 

Kazim et al. (2018) introduced an innovative framework 

for ensuring secure and dynamic access to IoT services 

within a multi-cloud environment. This protocol, developed 

on a cloud platform, facilitates collaboration in the IoT multi-

cloud ecosystem. The framework encompasses several 

stages, including service matchmaking, authentication and 

SLA management. The SLA management component 

ensures that services are executed in an external cloud in 

accordance with agreed Service Level Agreements 

(SLAs) and monitors provider compliance. 

Mollah et al. (2017) proposed a secure data storage 

scheme for IoT systems integrated with the cloud. This 

approach combines secret key encryption and public key 

encryption and offloads security operations to nearby 

servers, reducing processing overhead. The scheme also 

incorporates a secure search feature that enables authorized 

users to retrieve encrypted and shared data from the cloud, 

ensuring data integrity throughout the process. 
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Fig. 22: Symmetric key cryptography process 

 

 
 

Fig. 23: Asymmetric key cryptography process 

 

In "secure big data storage and sharing scheme for 

cloud tenants" (Cheng et al., 2015), presents an alternative 

approach that divides big data into sequential parts stored 

across multiple cloud providers. This scheme primarily 

focuses on safeguarding the mapping of data rather than 

the data itself, thereby reducing the high cost associated 

with encrypting large datasets. 

Matturdi et al. (2014) reviewed the security and 

privacy aspects of big data, highlighting their paramount 

importance. They emphasize the utilization of big data for 

implementing solutions that enhance the security, 

reliability and safety of distributed systems. 

A novel technology known as the integrated Rule-

Oriented Data System (iRODS) is proposed as a solution 

for ensuring security and privacy in big data (Jensen., 

2013). It recognizes the importance of technology in 

addition to legal regulations in addressing security 

concerns, owing to the rapid pace of technological 

advancements and regional variations in regulations. 

Vorugunti (2016) introduced the PPMUS framework, 

specifically designed for privacy-preserving mobile user 

authentication, making use of big data characteristics like 

storage capacity and robust management. This framework 

employs fuzzy hashing and Fully Homomorphic 

Encryption (FHE) algorithms to maintain user privacy, 

although it may have vulnerabilities in scenarios 

involving user password typing. 

Zhao et al. (2018) presented a password-based secure 

authentication scheme for users across multiple servers, 

utilizing Elliptic Curve Cryptography (ECC) for user 

authentication. ECC offers robust security against 

Impersonation and offline password-guessing attacks, but 

it comes with the drawback of small key sizes and 

increased computational and communication overhead. 

Jiang et al. (2018a-b) discussed user privacy within the 

context of sending queries over encrypted multi-

dimensional big metering data. They sent encrypted data 

to several large data storage systems and used the Locality 

Sensitive Hashing (LSH) algorithm to execute a similarity 

search. Policies based on Attribute-Based Encryption 

(CP-ABE) ciphertext were used to restrict access and 

safeguard search results. Although this method performed 

well in terms of data privacy and secrecy in a semi-trusted 

cloud environment, it took a while to search through 

multi-dimensional big metering data. 

 Key-Policy Attribute-Based Encryption (KP-ABE) 

Yu et al. (2010) and Ciphertext-Policy Attribute-Based 

Encryption (CP-ABE) (Bethencourt et al., 2007) are two 

components of the Attribute-Based Encryption (ABE) 

algorithm. This encryption technique includes ABE 

decryption rules, which eliminate the need for routine key 

distribution in ciphertext access control. However, data 

owners must re-encrypt the data when access control 

parameters change dynamically. In Reference (to Li et al., 

2010), an approach based on PRE is suggested, allowing 

re-encryption of ciphertext by a semi-trusted agent with a 

proxy key, without access to the associated plaintext or 

decryption key. 

Reference entry. (2009) introduces the Fully 

Homomorphic Encryption (FHE) technique, which 

enables certain algebraic operations on ciphertext while 

keeping the result encrypted. The encrypted data can be 

retrieved, compared and analyzed without decryption 

throughout the process. However, FHE involves substantial 

computation and may pose challenges in implementation 

with current technology. Ciphertext retrieval solutions in the 

cloud are discussed in References (Ananthi et al., 2011; 

Hu et al., 2011b; Cao et al., 2014), focusing on safeguarding 

data privacy during ciphertext retrieval. 

A new cryptographic access control technique, 

Attribute-Based Access Control for Cloud Storage 

(ABACCS), is suggested (Hong et al., 2010). Data is 

encrypted with an attribute condition, allowing decryption 

only if a user's attributes satisfy the condition. Each user's 

private key is tagged with a set of attributes. 

In reference to Lv and Qiao (2020), the challenge of 

providing fine-grained access control for a large user base 

in the cloud is addressed and a secure and efficient 

revocation approach based on a modified CP-ABE 

algorithm is proposed. Shamir's secret sharing principle is 

applied to create fine-grained access control with user 

revocation. Single Sign-On (SSO) enables authorized 

users to access the cloud storage system through a 

standard common application interface. 

Xu et al. (2014) introduced a novel approach to 

Privacy-Preserving Data Mining (PPDM) that involves 

collaboration among multiple users. In this method, data 
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providers protect sensitive information by limiting access, 

introducing false data and making privacy concessions 

for mutual benefit. An alternative technology, DNT 

(Mengke et al., 2016) shows promise in addressing 

privacy concerns. Data collectors emphasize privacy 

preservation through Privacy-Preserving Data Publishing 

(PPDP). Data miners employ techniques such as privacy-

preserving association rule mining, privacy-preserving 

classification and privacy-preserving clustering to 

enhance privacy protection. 

The current landscape of information security presents 

challenges, including the risk of data leakage 

(Machanavajjhala and Reiter, 2012) susceptibility to 

cyberattacks and overall safety and security concerns 

related to the use of big data. Information leaks may 

encompass personal privacy violations or threats to 

national security. 

Fan et al. (2018) have elaborated on secure key 

management in the context of user privacy and data 

confidentiality within big data networking environments. 

They propose a multi-layered approach to key generation, 

with upper-layer keys used to encrypt lower-layer keys to 

bolster user security. While this hierarchical key 

management scheme is secure and efficient, it does entail 

increased complexity and computation requirements. 

Large data sizes result in extended encryption and 

decryption times. 

Win et al. (2018) conducted security analytics on 

virtualized infrastructure stored in the Hadoop Distributed 

File System (HDFS). Their two-step machine learning 

algorithm combines logistic regression and belief 

propagation for attack probability computation. Third-

party auditors (TPAs) play a pivotal role in cloud-enabled 

big data environments. (Zhan et al., 2018) have 

introduced a trusted verifier that monitors data owners in 

a multi-layered outsourced big data environment. This 

addresses situations where data owners do not directly 

audit or manage data in storage systems. The work 

includes the proposal of two policy methods and a chain 

of trust for MapReduce applications. However, this 

complexity arises from the use of two policy methods. 

In centralized environments, malicious users may tamper 

with data without the data owner's permission. (Neela and 

Kavitha., 2018) Have focused on enhancing big data security 

for data owners, primarily employing the cyclic shift 

transportation algorithm and a hash-based timestamp to 

prevent real-time security breaches. While their approach 

involves partitioning the original file into matrices and 

implementing shifting operations, it does not account for 

insider attacks, which are crucial to data recovery. 

Wu et al. (2018) have introduced a security situational 

awareness-based big data analysis strategy for smart grid 

applications. They combine game theory, reinforcement 

learning and a fuzzy cluster-based analytic model to 

analyze security. Real security factors are input into a 

neural network, incorporating a game theory element 

where legitimate users and insider attackers participate. 

The complexity arises from the incorporation of deep 

learning and game theory approaches. 

Mall et al. (2018) have introduced a new security 

model for cloud computing environments. They split input 

data into fixed-size blocks and use a Genetic Algorithm 

(GA) for block encryption. Each encrypted file is stored in 

the cloud at various locations. However, the use of a genetic 

algorithm increases processing time for individual files and 

larger block sizes result in a lack of security. 

Goyal and Kant (2018) have proposed a hybrid 

cryptography algorithm for data encryption, combining 

symmetric and asymmetric algorithms such as AES, ECC 

and SHA-1. Their approach involves four phases, 

including data owner registration, data storage, user 

authentication and data auditing. While the hybrid 

encryption algorithm exhibits better performance, the 

combination of hash, symmetric and asymmetric 

algorithms introduces complexity and ECC's slow key 

generation may pose challenges. 

Hababeh et al. (2019) have discussed methods for big 

data classification and security in a cloud environment, 

categorizing data into public and confidential classes 

based on risk levels. Security measures are applied to 

confidential data within the Hadoop Distributed File 

System (HDFS). However, the designed security 

algorithm may not be suitable for handling large volumes 

of data with varying characteristics. 

Adnan and Ariffin (2019) have introduced a 3D-AES 

algorithm for big data security, which incorporates 

multiple functions and iterations to enhance complexity, 

security and performance. It offers promising results 

when compared to AES, particularly in terms of 

randomness and performance. However, further 

comparisons with alternative randomness algorithms are 

necessary to validate its effectiveness. 

Cryptography algorithms provide a satisfactory 

solution to data confidentiality concerns, but they may be 

complex and computationally intensive for encrypting 

large data volumes. As a result, researchers have explored 

alternative solutions to address this challenge. 

Hybrid Method (Combination of More Than One 

Method) 

In the realm of hybrid methods, (Ulusoy et al., 2014) 

address approval channels through per-client task records 

coded in Java. GuardMR, on the other hand, assigns 

channels based on roles and proposes a flexible approach 

to channel definition. This approach allows for the 

specification and modification of standards at a high level 

of reflection using the object constraint language. 
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Yang and Ren (2015) have devised an attribute-based 

access control scheme with dynamic policy updates for 

big data. This scheme minimizes the need to transfer 

encrypted data between data owners and cloud servers by 

utilizing previously encrypted data under older access 

policies. The cloud server only requires a policy updating 

key from the data owner to update access policies directly. 

Authentication schemes like passport and OpenID, 

while convenient for mobile users, involve fully trusted 

third parties in each authentication phase, potentially 

creating security bottlenecks (Jiang et al., 2016). 

Aditham and Ranganathan (2018) have introduced a 

two-step attack detection algorithm that functions as a 

secure communication protocol for monitoring system 

execution processes. This involves the creation of system 

controls for each process and matching instructions with 

replica nodes. In secure data communication, data nodes 

generate random keys, potentially posing a risk to user 

privacy and data security. 

Reddy (2018) has described access control and 

anomaly detection for big data processing in the cloud. 

They utilize Kerberos as a third-party authentication 

protocol for non-secure data access. The combination of 

access control and anomaly detection measures is used to 

safeguard data from malicious users, with spikes 

employed for monitoring and control. However, the 

system has limitations in supporting diverse data sources, 

including text, images, audio and video. 

Jiang et al. (2016) introduced an anonymous 

authentication scheme for medical environments based on 

the cloud, providing data confidentiality and message 

authenticity. The paper asserted that the proposed 

scheme's security was demonstrable in the standard model 

and demonstrated its suitability for cloud-based telecare 

medical information systems when compared to 

competitive protocols. 

In the study presented in the paper Narayanan et al., 

(2020), a comprehensive examination of encryption 

algorithms in mobile data applications was conducted. 

Experimental results comparing the lightweight algorithm 

with existing state-of-the-art alternatives showcased its 

excellent performance when handling large-scale data. 

The realm of big data requires additional security 

and privacy measures in data collection, storage, analysis 

(Narayanan et al., 2017a-b; Unnikrishnan et al., 2017) 

and transmission. In a paper (Narayanan et al., 2022b), 

two critical concerns, user privacy and data security 

within a big data-enabled cloud environment, are 

addressed. The paper presents three key strategies: Big 

data outsourcing from data owners, big data sharing 

with data users and big data management in the cloud. 

The paper introduces the Decentralized Blockchain-

based Security (DeBlock-Sec) scheme Narayanan et al., 

(2022a), aiming to address security challenges prevalent 

in resource-constrained IoT environments. It highlights 

the limitations of centralized authentication and complex 

encryption schemes, emphasizing the need for innovative 

solutions. DeBlock-sec operates in three phases: 

Authentication, data encryption and data retrieval, 

employing novel protocols and algorithms to ensure high-

level security. The authentication phase utilizes a 

decentralized blockchain-based protocol to verify the 

legitimacy of IoT devices and users. Data encryption is 

performed in the spark environment using the lightweight 

SALSA20 algorithm, with encryption levels determined 

by the scores method. Encrypted data is then stored in a 

spark-enabled cloud with an index generated using 

DenFT indexing. The retrieval phase enables fast searches 

through the index, with secret key exchange secured using 

the revised diffie-hellman algorithm. Experimental results 

demonstrate improved performance metrics, including 

reduced encryption and decryption times, improved 

storage efficiency, throughput and search times. The 

paper concludes by reaffirming the significance of 

DeBlock-Sec in mitigating security risks in IoT systems, 

particularly in industrial IoT and highlights its potential 

for real-time applications. Overall, DeBlock-Sec 

represents a significant advancement in IoT security, 

offering a promising solution to enhance security and 

privacy in modern communication environments. 

Considering the impending transition to Post-

Quantum Cryptography (PQC), it's crucial for papers 

addressing privacy concerns to acknowledge this 

paradigm shift. As PQC gradually supplants traditional 

cryptographic methods like ECC and RSA, every facet of 

security applications, ranging from smartphones to 

blockchain technology, will feel its impact. Therefore, it's 

advisable to include relevant literature on post-quantum 

cryptographic techniques to ensure comprehensive 

coverage of contemporary security challenges. This 

proactive approach not only enriches the discourse on 

privacy but also prepares stakeholders for the forthcoming 

cryptographic landscape. 

Two defect diagnosis techniques for lightweight 

BLAKE constructions are presented in the work 

(Kermani et al., 2019). A complementary strategy is one 

approach that, despite a 17.4% throughput reduction, 

accomplishes full fault identification for both transient 

and persistent defects. In comparison to time-redundancy 

techniques that do not make use of the sub-pipelining 

technique described in this research, this reduction is 

noticeably smaller. Furthermore, the suggested RERO-

based method achieves an area overhead of 8.7%, a 

throughput deterioration of 7.1% and a defect detection 

capability of over 99.8%. Either of these methods can be 

used to improve the robustness of BLAKE algorithm 

hardware constructs, depending on the application's 

overhead tolerance and error detection needs. 



Uma Narayanan et al. / Journal of Computer Science 2024, 20 (9): 1121.1145 

DOI: 10.3844/jcssp.2024.1121.1145 

 

1136 

The study addresses the threat posed by quantum 

computing to classical cryptography by focusing on the 

Supersingular Isogeny Key Encapsulation (SIKE) 

(Kermani et al., 2019) mechanism, a leading post-

quantum cryptographic solution. SIKE is valued for its 

compact key sizes, which minimize bandwidth and 

memory requirements. The research aims to enhance the 

speed performance of SIKE by implementing optimized 

finite field arithmetic techniques tailored for ARMv7-M 

architecture. Handcrafted assembly code for modular 

multiplication and squaring functions achieves notable 

speed improvements compared to previous 

implementations. Integration of these optimizations into 

the SIKE protocol results in significant latency reductions 

across various SIKE instances, demonstrated through 

experimentation on the NIST-recommended 

STM32F407VG discovery board. 

Software/hardware codesign approaches tackle the 

challenge of implementing purely hardware-dedicated 

Post-Quantum Cryptography (PQC) algorithms by 

designing various hardware accelerators for lattice-based 

Key Encapsulation Mechanisms (KEMs) (Canto et al., 

2023). Nevertheless, strong defenses are required because 

these hardware accelerators are vulnerable to differential 

fault analysis attacks. This study uses recomputing with 

negated, shifted and scaled operands to propose various 

error detection algorithms for FrodoKEM, saber and 

NTRU hardware accelerators. Additionally, in order to 

evaluate overheads and performance deterioration, the 

suggested fault detection architectures are incorporated 

into the original designs. The Xilinx FPGA Kintex 

Ultrascale + xcku5p-sfvb784-1LV-i is used for evaluation 

and it shows good error coverage. With the NTRU 

hardware accelerator, the suggested error detection 

approaches have a maximum area overhead of 39.6% and 

with the FrodoKEM hardware accelerator, the worst-case 

latency overhead is less than 33%. Power overhead is 

minimized, with a worst-case scenario of under 4% 

observed with the NTRU hardware accelerator. 

Comparative analysis with other fault detection methods 

underscores the reasonable overhead of the techniques 

proposed in this study. 

The article (Kaur et al., 2024) introduces novel error 

detection schemes, namely normal signature, interleaved 

signature and the (7, 4) Hamming code, specifically 

tailored for squaring matrices, trace functions and the PB 

multiplier components of the stream cipher WG-29. These 

schemes are robust in detecting Single Bit Upsets (SBUs) 

and Multiple Bit Upsets (MBUs), providing protection 

against both manufacturing flaws and intentionally 

introduced faults. These schemes were not previously 

investigated for WG-29. Error coverage simulations are 

used to assess the performance of the suggested strategies 

on the Xilinx Kintex-7 and Xilinx spartan-7 FPGA 

families using Xilinx Vivado 2020.2. Across the two 

Xilinx FPGA families, the protected WG-29 has FPGA 

overheads that range from 28.87-36.12% for area, 

11.04-12.34% for power and 4.22-7.04% for delay, all 

while keeping error coverage near 100%. The benchmark 

results show that the given techniques produce high error 

coverage with reasonable overheads when compared to 

other cutting-edge WG and cryptographic ciphers. 

Additionally, these techniques can be modified for 

additional cryptographic hardware implementations. 

The emergence of quantum computing has 

underscored the necessity for cryptographic algorithms 

that are not only low-power and low-energy but also resilient 

against potential attacks facilitated by quantum capabilities. In 

response to this post-quantum era, various solutions have been 

explored, among which code-based cryptography stands 

out as a viable option (Cintas-Canto et al., 2023). The 

hardware architectures of such cryptographic systems 

have garnered significant attention within the NIST 

standardization process, progressing to the final round 

scheduled for conclusion between 2022 and 2024. 

However, despite the robust error correction properties 

exhibited by constructions like McEliece and Niederreiter 

public key cryptography, prior research has exposed 

vulnerabilities in their hardware implementations to faults 

arising from environmental factors and deliberate attacks, 

such as differential fault analysis. Prior research has 

shown that the efficiency of error detection techniques can 

be affected by the selection of codes, either reduced or 

classical (using quasi-cyclic alternant codes or quasi-

dyadic Goppa codes). To overcome these drawbacks, this 

study presents the first efficient fault detection systems, 

which include interleaved parity, normal parity and two 

different Cyclic Redundancy Checks (CRC), called CRC-2 

and CRC-8. Although we experiment mostly with the 

McEliece variation, it's crucial to remember that the 

suggested techniques work with other code-based 

cryptosystems as well. To verify the feasibility of these 

approaches, we carry out evaluations of error detection 

performance and apply them to a field-programmable gate 

array Kintex-7 device (xc7k70tfbv676-1). Furthermore, 

we evaluate the performance degradation and overheads 

of the proposed schemes to demonstrate their suitability 

for resource-constrained embedded systems. 

Advances in quantum technologies threaten classical 

cryptography, necessitating the adoption of Post-

Quantum (PQ) schemes. The work (Anastasova et al., 

2022) achieves a new speed record for the Supersingular 

Isogeny Key Encapsulation (SIKE) protocol by 

implementing optimized low-level finite field arithmetic 

on the ARMv7-M architecture, resulting in significant 

latency reductions. 

The study (Kermani et al., 2019) addresses the 

emergence of secure deeply embedded systems, 

exemplified by implantable and wearable medical 

devices, which present heightened security risks 
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compared to conventional embedded systems like smart 

cards and nano-sensor networks. Security breaches in 

medical devices can have life-threatening consequences, 

making traditional solutions impractical due to their 

stringent constraints. While cryptographic engineering 

research has begun tackling these challenges, educational 

programs lag behind, hindered by the multidisciplinary 

nature of emerging security issues. This study introduces 

a strategy for integrating research and education to 

address security concerns in deeply embedded systems, 

with a focus on medical devices. Implementation of this 

strategy at the graduate level, emphasizing fault analysis 

attacks, demonstrates its effectiveness while highlighting 

challenges compared to traditional embedded system 

security education. Notably, the proposed integration 

approach is adaptable to other critical infrastructures. 

Research Finding 

This article comprehensively addresses a range of 

critical issues in the realm of big data, including but not 

limited to data processing, heterogeneity, data life cycle 

management, scalability, data visualization security and 

privacy. Even more, it delves deeply into the security and 

privacy aspects, exploring key facets such as key 

management, integrity, confidentiality, availability, 

monitoring and auditing. The main objective of this article 

is to furnish readers with a comprehensive overview of the 

security and privacy challenges associated with big data. 

It underscores the significant efforts that have been 

invested in addressing these challenges while 

emphasizing that the unique characteristics of big data 

necessitate innovative solutions beyond the scope of 

traditional or current security measures. 

Table 1 displays the comparison of security properties 

aof different papers presented in the literature. Figure 24, 

presents an analysis of the prevalence of big data across a 

multitude of papers, shedding light on its extensive 

utilization. Additionally, Fig. 25 provides insights into our 

survey methodology, categorizing the selected papers 

based on their year of publication. This article is intended 

to contribute valuable insights to the field of big data 

security and privacy, furthering the understanding and 

exploration of these critical aspects. 

 

 
 
Fig. 24: Application of big data 

 

 
 

Fig. 25: Paper based on year of publications
 
Table 1: Comparison of security features with state-of-the-art studies 

  Privacy requirement 
  ---------------------------------------------------------------- 
Sl. No. Ref IN AU CO NR AC Weakness Strength 

  1 Dutta et al. (2020) * √ * * √ Insider attack Detects intrusions 

  2 Bell and LaPadula (1996) * √ * * √ Computation complexity Security level 

        is higher 

  3 Prasetyo et al. (2014) √ * √ √ -  FPGA resource 

  4 Mollah et al. (2017) √ √ √ √ √ Computation overhead Use private key encryption 

          and public key encryption 

  5 Vorugunti (2016) √ √ √ √ √  Searchable encryption 

  6 Zhao et al. (2018) √ √ √ √ √ Smaller key size Addresses two security 

        attacks such as 

        Impersonation attack and 

        offline password guessing 
        attack 
  7 Fan et al. (2018) √ √ √ √ √ Encryption time and Hierarchical key 
       decryption time is a large management scheme 
       for sized data 
  8 Goyal and Kant (2018) √ √ √ √ √ Computation complexity Hybrid cryptography 
       is a higher algorithm for 
        data encryption 
  9 Reddy (2018) √ √ √ * * Failed to support variety Access control was invoked 
       of data sources such as data access 
       as images, audio and videos 
10 Jiang et al. (2016) * √ √ √ √ Susceptible to user Three-factor authentication 
       impersonation attacks in combining passwords, 
       the registration phase for mobile device 
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Table 1: Continue 

        and biometrics perfectly 

        match this requirement by 

        providing high security 

        strength 

11 Narayanan et al. (2020) √ √ √ *  Offline password-guessing Lightweight encryption 

       attack   

12 Narayanan et al. (2020) √ √ √ √ √ Centralized method Data security and user 

        privacy in big data-enabled 

        cloud environment 

13 Narayanan et al. (2022a-b) √ √ √ √ √ Nil Decentralized blockchain- 

        based security 

Note: √ denotes the scheme's ability to offer the matching security characteristic, while * denotes its inability to do so. Integrity (IN), Authenticity (AU), Confidentiality 

(CO), Non-Repudiation (NR) and Accountability (AC) 

 

Conclusion 

The advent of big data has left an indelible mark on 

diverse sectors and industries, fundamentally 

transforming the landscape. This study seeks to provide a 

succinct overview of the profound significance of big data 

while simultaneously addressing the formidable 

challenges it introduces. Notably, the sheer volume of big 

data necessitates a heightened focus on security and 

privacy measures, spanning the entire spectrum of data 

processes, encompassing collection, storage, analysis and 

transmission. Within the scope of this study, we embark 

on a comprehensive comparative analysis of existing 

studies pertaining to big data security and privacy. 

Drawing from the wealth of available literature, several 

salient recommendations emerge as guiding principles. 

To begin, network traffic demands robust encryption 

using established standards. The access to devices must 

be subjected to rigorous authentication protocols, 

ensuring that only authorized personnel can gain entry to 

systems. Furthermore, data analysis should be conducted 

on anonymized data to safeguard individual privacy. The 

establishment of secure communication channels is 

paramount in thwarting data leakage and continuous 

network monitoring assumes a pivotal role in the early 

detection of potential threats. The paramount concern is 

that the issues of privacy, safety and security in the realm 

of big data will continue to occupy a prominent place in 

future discussions. Consequently, it becomes imperative 

to develop novel techniques, technologies and solutions 

that enhance human-computer interactions. Existing 

technologies should also undergo refinement to yield 

more precise and efficient results. The ultimate objective 

is to address the entirety of the problem through integrated 

solutions, eschewing isolated successes in isolated areas. 

In essence, an integrated engineering approach is 

indispensable to comprehensively manage the security of 

big data. This study aspires to enrich the understanding of 

big data and its ecosystem, paving the way for the 

development of superior systems, tools, structures and 

solutions, not merely for the present but also to meet the 

evolving demands of the future. While our examination 

has shed light on the privacy and efficiency challenges in 

the broader context of big data analytics, it is equally 

critical to intensify research efforts aimed at addressing 

the unique privacy issues that surface within specific big 

data analytics domains. By leveraging decentralized 

blockchain technology, innovative protocols and 

algorithms, DeBlock-sec effectively mitigates the 

limitations of centralized authentication and complex 

encryption schemes. Through its three-phase approach of 

authentication, data encryption and data retrieval, 

DeBlock-sec ensures high-level security for devices and 

users. The authentication phase, utilizing a decentralized 

blockchain-based protocol, verifies the legitimacy of 

devices and users, enhancing overall system integrity. 

Data encryption, performed in the Spark environment 

using the lightweight SALSA20 algorithm and scoresen 

method, ensures confidentiality and reliability of data 

transmission. Storage efficiency is further improved 

through the use of DenFT indexing, facilitating fast and 

efficient data retrieval. Experimental results demonstrate 

significant improvements in performance metrics, 

including reduced encryption and decryption times, 

improved storage efficiency, throughput and search times. 

These results validate the effectiveness of DeBlock-sec in 

enhancing security and efficiency. Moreover, the relevance 

of DeBlock-sec extends to real-time applications, where 

security, reliability and availability of information are 

paramount. By offering a robust security framework that 

adapts to modern communication environments and 

application deployment scenarios, DeBlock-sec represents 

a significant advancement in security. 
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