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Abstract: Football clubs store a lot of data about their players, squad, 

transfer market, and market value, so big data is needed to process this data. 

This data can be analyzed to gain insight into the club's market value. 

Changes in player performance, age, and squad size can be analyzed using 

statistical methods. These digital data will provide information about the 

club's market value. Data mining is the process of analyzing data using 

various methods to produce useful information. The software application 

used in this data analysis is RapidMiner Studio, which is one of the best data 

mining tools. The purpose of this research is to analyze football clubs' market 

value according to squad size, players' value, and league. This study will use 

the clustering K-means and linear regression methods. The results of this 

study can be used by those who want to invest money in football clubs. An 

investor can use this data to predict and make decisions about whether to 

invest in specific clubs and leagues.  
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Introduction  

Data mining refers to extracting or mining knowledge 

from a very large amount of data. The term data mining 

can be referred to as knowledge mining from data and 

information or knowledge mining (Jain and Srivastava, 

2013; Balusamy et al., 2021). 

Big data is a very important concept, which is 

implemented on a large amount of data, which does not 

conform to the normal structure of the former database. Big 

data itself consists of several important technologies, namely 

Hadoop, HDFS, NoSQL, PIG, MapReduce, MongoDB, 

Cassandra, HIVE, and HBASE which of course can achieve 

goals to achieve final goals such as extracting values from 

data that were previously considered useless (Zakir et al., 

2015; Ghavami, 2016). Data to be classified as large, the data 

must have three Vs, namely: Volume, Variety, and Speed. 

Many people assume that big data only has volume 

(Korcheva, 2021), the other two V's are no less important. 

Big data is not only big but varied. It comes in a variety of 

formats and can be structured or unstructured. The speed of 

the software, of course, refers to the data generated 

(Russom, 2013). 

With millions of players and billions of fans from all 

over the world, soccer is a very popular sport world. A 

time when the club of a professional soccer team made a 

huge income; they are not just a club but a giant company 

with shareholders and managers and sales and profits 

(Amir and Livne, 2005; Al-Radaideh et al., 2013). This 

research is very important in analyzing soccer to 

determine which players have the maximum potential in 

achieving their professional careers in this sport. Of 

course, this helps the coach and the team able to identify 

which players are the most promising and create a solid 

team composition. Furthermore, players can of course 

also benefit from this. in principle, they can adapt to 

career schemes that have potential according to their 

abilities in football (Acs and Toka, 2022). Football 

clubs are not really after big profits, even football is not 

a big business and not a good business either 

(Muhammad, 2017). 

This research will use the K-means and linear 

regression algorithms, K-means is used to group the 
football clubs and linear regression is used to predict their 
market values. K-means is a distance-based clustering 
algorithm that partitions data into a predefined number of 
clusters. Each cluster will have a centroid (center of 
gravity). Cases (individuals in the population) that are in 

a cluster near the centroid. For example, grouping 
demographic data into clusters and ranking the probability 
that an individual will belong to a particular cluster 
(Chitra and Subashini, 2013). The purpose of clustering is 
to find out the similarity and design of a large data set by 
dividing the data into several groups. Since it is assumed 
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that the data set is unlabeled, clustering is often 
considered the most valuable problem of unsupervised 
learning (Bryant and Cios, 2017). In the K-means 
algorithm, each piece of data must belong to a certain 
cluster and it is usually possible for any data that belongs 
to a certain cluster at one stage of the process, at the next 

stage it moves to another cluster (Metisen and Sari, 2015). 
Regression predicts a numerical value 

(Gharehchopogha and Khalifehlou, 2012). Regression 

performs operations on the dataset in which the target 

value has been defined and the result can be extended by 

adding new information (Gharehchopogh et al., 2013). 

Soccer is the world's largest sport in terms of TV 

ratings, stadium visits, and total income (Collignon and 

Sultan, 2014). In 2011, football alone accounted for 

43% of the global sports market in terms of ticket, 

media, and sponsorship revenue. It makes football 

more interesting than a sporting point of view. Over the 

last few decades, the industry has evolved into a 

billion-dollar global industry with global players and 

large investments (Hagen and Cunha, 2019). 

In the past, investing in football club stock has 

meant high risk, low returns, and loss of money. 

Supporting your club was done from an emotional state 

or as a childhood dream, rather than purely for financial 

reasons. However, recent developments show that 

football stock returns outperform the returns of 

common benchmark indexes such as the FTSE 100 

(Hagen and Cunha, 2019). 

Looking at Deloitte's first football-money league 

report covering the 1997/1998 season, the total revenue 

of the 20 wealthiest clubs in Europe was € 1.4 billion. 

Looking at the numbers 20 years later, Deloitte's FML 

report for the 2017/2018 season shows that the 20 

wealthiest clubs have total revenues of € 8.3 billion 

(Deloitte, 2018). That's 593% sales growth.  

Looking at the financial figures for the European 

football industry, operating profit has increased by 77% 

in the last decade alone. From 2008 to 2017, the operating 

revenue of 4 of all of Europe's top clubs increased from € 

11.4 to 20.1 billion (UEFA, 2019). Apart from match 

results, few studies have been performed on which factors 

affect the stock price of listed football clubs. Allouche and 

Soulez (2008) are among the few who have examined 

player transfers and the effect of a club's financial 

statements on the corresponding share price. The two 

studied 23 English clubs over three seasons from 1998/99 to 

2000/01. How can we choose clubs to invest in with all these 

financial problems? (Hagen and Cunha, 2019). 

The goal of this advanced analytical process is to 

extract information from the dataset and transform it into 

an understandable structure for further use (Zernik, 2010). 

Although this description gives a fairly high-level 

overview of data mining, this concept has been defined in 

various forms in the past. (Maksood and Achuthan, 2016). 

Financial investing 101 states that shareholders 

generally want a company to invest in to maximize 

profits. Shareholders want the highest possible return on 

investment. For football shareholders, the club's desired 

behavior may look different. Cheffins (1999) found that 

many people who bought stock in football clubs bought it 

because of their love for the club. As a sentimental 

gesture, fans wanted to own part of their club or influence 

the club through voting rights Duque and Ferreira (2005). 

Through this research, the investor can find which club 

has better market value so they can invest in that club 

(Adiwiyana and Harymawan, 2021). 

Materials and Methods 

Authors analyze and solve the problems encountered. 

In the research, the stages used are literature study, data 

collection, data processing, data analysis, and 

implementation. 

Research Stages 

The research stage starts from data collection to 

implementation. Data collecting, collection, and 

analysis of data using secondary data from 

https://www.kaggle.com/datasets/ (Provost and 

Fawcett, 2013). 

Processing the data that has been obtained will then be 

processed by entering the dataset from www.kaggle.com 

into RapidMiner Studio and will proceed to the next stage, 

namely data analysis. 

Data analysis, at this stage the data is analyzed using 

rapid mining software. The data is analyzed by grouping the 

data into several clusters, then the data will be predicted 

based on the reference of some selected attributes. 

Implementation, the result of data mining techniques 

applied in the RapidMiner application can be seen in Fig. 1. 

Research Subject 

The subject of this study is the market value of football 

clubs. In this study, there are 102 units/amount of data in 

the dataset to be tested. Data collection is done by searching 

the appropriate data in the documentation on Kaggle. 

Instrument Development 

Instrument development is very important in 

research activities. Research instruments have a very 

important contribution in determining the quality of a 

study, where the validity or clarity of the data obtained 

will be largely determined by the quality of the 

instruments used by researchers, in addition to the data 

collection procedures used. In developing this 

instrument, will be used in this study is a 

documentation guide. A documentation guide is a tool 

used to collect data archives and documentation. 

Documentation using Kaggle data. 

about:blank
about:blank
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Table 1: Data attributes and description 

Instance Type data 

Club name, competition name Polynomial 

Squad size Integer 

Average age of players, the market value of the club in millions (£) Real  

Average market value of players in millions (£), the market value of the top 18 players in millions (£)  

 
Table 2: Data attributes and description 

No. Attributes Description 

1. Club name Club name is an attribute that contains data on the names of clubs listed in the "top 100 football club  
  market value 2021" in the dataset 

2. Competition name Competition name is an attribute that contains data on the name or type of competition listed in the 

  "top 100 football club market value 2021". The competition name data in this  
  the dataset can be doubled because one type of competition can be followed by several clubs in the  

  data set 

3. Squad size Squad size is an attribute that displays overall information about the club's finances and how rich  

  the league or type of competition is in the dataset 

4. Average age of players Average age of players is an attribute that contains the average age of the players in the club and  

  the name of the competition in the dataset 
5. Market value of the club in  Market value of club in millions is an attribute that contains the market value (in millions) of the 

 millions (£) clubs listed in the 2021 football market value in the dataset 

6. Average market value of players  Average market value of players in millions is an attribute that contains the average market value 
 in millions (£) of players (in millions) of clubs and competition names listed in the "top 100 football club market 

  value 2021" in the data set 

7. Market value of top 18 players  Market value of top 18 players in millions is an attribute that contains the market value of the top 
 in millions (£) 18 players (in millions) of the club and the name of the competition listed in the "top 100 football club 

market value 2021" in the dataset 

 

 

 

Fig. 1: Research stage (Anggraeni and Rizaldi, 2020; 

Madyatmadja et al., 2021) 

Data Analysis Technique 

The technique used for data analysis that will be used 

in this research is descriptive. The two types of data in the 

research will be conducted in a way that is qualitative data 

and quantitative data. When this research is used 

quantitative data, which is in the form of numbers and is 

also the result of measurements and several calculations 

are carried out. The calculations carried out the will of 

course use the RapidMiner software and will use two 

methods in stages namely clustering and forecasting. The 

data will be grouped into several clusters and will be 

predicted. The proposed algorithm is K-means and Linear 

Regression, which then the results will be evaluated and 

validated the results. Later the level of accuracy of the 

data mining method will be measured based on the level 

of accuracy of the algorithm. K-means with Davies-Bouldin 

values and linear regression with Root Mean Squared 

Error (RMSE) and Squared Error (SE) values. 

Results 

This section will discuss the data set, namely the data 

attributes and descriptions along with their explanations, 

data grouping, the process of implementing the 

RapidMiner Studio application, forecasting with the 

RapidMiner, testing, and results. 

The dataset in this study uses data from Kaggle 

entitled the top 100 football club market value. This 

data set has 102 agencies with data in the form of 

numbers and club names. The dataset has attributes or 
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features that describe each instance. The following is a 

list of attributes in this study and their explanations, Table 2. 

Based on Table 1, the data types of the attributes used are 

described. most of the attributes are numeric, indicating that 

the data can be grouped and predicted based on a certain 

value. To run several algorithms in the RapidMiner studio 

application, it is necessary to import data.  
When it is done to import data, it should also be noted 

that each column in the existing table will be assigned the 
correct attribute mark, so that if the wrong attribute is given, 
the result will be incorrect as well.  

Process Implementation Using RapidMiner 

Based on Fig. 2, there is a design model that is carried 

out systematically and according to the standards of the 

related algorithm, the researcher uses the k-means 

algorithm in clustering. The entire process in the design 

model will run the K-means algorithm to get the 

required results. 

When the Authors "click open" RapidMiner then in the 

repository table create a new repository and enter the 

market value data for the top 100 football clubs. Select the 

fetch operator then enter the dataset into the fetch operator 

in the fast miner design process field, after that use the 

select attribute to filter the attributes that will be used in 

the clustering process with this K-means method. The 

attributes used for this process include average player age, 

player average market value in millions, club market 

value in millions, top 18 player market value in millions, 

and team size. The selection of attributes can affect the 

result of the data mining process of this method.
 
Table 3: Result by using different algorithm model 

No. Algorithm model Result 

1. K-means The results of the data have been grouped into 10 clusters; the Davies-Bouldin value  

  obtained from the use of the K-means algorithm is -0.904. In addition, it is shown that the  

  most clusters are cluster 3 with 23 items/club and the smallest clusters are cluster 2 and cluster  

  8 with 1 item/club 

2. Linear regression The prediction results shown are based on a split ratio of 30 data samples, resulting in a  

  description of the root mean squared error value of 25,041+/-0.00 and squared error of  

  627,060+/-1680,827. From the RMSE and SE results, it can be concluded that the prediction  

  results from the algorithm used are strong and valid, this conclusion is in line with the statement that  

  the smaller the RMSE value or the closer to zero, the more accurate the prediction results will be 
 

 
 

Fig. 2: Process to determine K-means algorithm using RapidMiner 
 

 
 

Fig. 3: K-means settings 
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Fig. 4: Process to determine linear regression algorithm using RapidMiner 
 

 
 

Fig. 5: Split data ratio 

 

In the normalize operator, the number in the data will be 

smaller (simple) than a large number value which will 

complicate data mining. In addition, the normalization 

operator is used to scale the values to fit a specific range. use 

normalize will be applied to all previously selected data in 

the select attribute. Then the normalization method that the 

researcher uses for the data set is Z-transformation.  

The attributes that the researcher uses and all the data 

will be divided into 10 clusters, each of which has a 

maximum run of 10 according to the settings installed on 

the K-means operator in Fig. 3. This operator performs 

clustering using the K-means algorithm by grouping 

examples together that are like each other. After grouping, 

the distance between the clusters can be measured. 

 Based on Fig. 4 this is the process of applying the 

data mining forecasting method using a linear 

regression algorithm. 

The first step is to input the dataset through the read 

excel operator, this operator can directly set several 

attributes that have missing values by replacing them 

automatically based on the minimum or maximum value 

or with the average value for these attributes. 

Furthermore, the attributes used for this process include 

the average age of players, average market value of 

players in millions, market value of clubs in millions, 

market value of top 18 players in millions, and team size 

where the researcher chose the attribute market value of 

clubs in millions. The prediction will be made. Then 

the set role operator is connected which is used to 

determine the role of an attribute to be predicted. The 

researcher sets the attribute name, namely market value 

of club in millions with a role label because it will make 

predictions on these attributes. 
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 The next step is to add a data split operator. This 

operator is used to separate data which aims to separate 

the data into two samples. The researcher sets a data set 

Fig. 5 with a comparison of 0.7 and 0.3, which means 0.3 

is the sample data to be taken from the sampling technique 

while 0.7 is the remaining amount of data that is not 

sampled, so from 102 data are contained in the dataset, 

forecasting will be done based on the 30 selected data.  

Next, connect the linear regression operator to connect 
the data with the algorithm used and continue to relate to 
the applied model operator. The apply model operator 
serves to test datasets from other operators and usually, 

this operator can also produce data predictions that are not 
involved or change data by applying a preprocessing 
model. The last stage is entering operator performance 
to get RMSE and SE levels to get a measure of 
forecasting accuracy. 

The results of using different algorithms are shown in 

Table 3, namely data grouping with the K-means 

algorithm and data forecasting with the linear regression 

algorithm. The results obtained are in accordance with the 

standards of each algorithm, where the K-means 

algorithm produces the Davies-Bouldin value and the 

linear regression algorithm produces the root means 

squared error and squared error values so that the 

accuracy of the use of the algorithm can be proven to 

be strong and valid. 

Discussion 

Figure 6 shows the results of the detailed performance 

calculations below, namely: 

 Avg. Within centroid distance serves to determine the  

distance from one cluster to another cluster 

 Davies Bouldin serves to measure cluster validation 

on the clustering method. Davies Bouldin method 

produces a value of -0.904. The value is closer to 

zero, the better 

 

The nominal values result shows the nominal values 

of the clustered data. Can be seen absolute count of each 

cluster. Here, there are 10 results from the clustering 

carried out which shows the results in the form of an 

index, nominal value, absolute count, and fraction. In 

addition, there is a fraction in each cluster. Fraction itself 

is the ratio of the data divided by the total is 1. 

Figure 7 shows a data chart from the results of the k-

means clustering. Each point shows a club with 100 items 

divided into several clusters. Each point has a color that 

indicates how many clusters. The club with the highest 

market value of club is in cluster 5. While in clusters 0, 

9, 3, and 4, no club has a market value of club 

exceeding 0.25. 

The results (example set) of the applied model. The 

predictions made for 30 examples (based on the data split 

ratio) on the market value of club in the millions attribute 

are marked with a green background. 

The result of the performance of the implementation 

of the algorithm used. The description has a root mean 

squared error of 25,041+/- 0.00 and a squared error of 

627,060+/-1680,827. From the results of the RMSE and 

SE, it can be concluded that the prediction results from 

the algorithm used are strong and valid, this conclusion 

is in line with the statement that the smaller the RMSE 

value or the closer to zero, the more accurate the 

prediction results will be. 

 

 

 
Fig. 6: Performance vector cluster K-means 
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Fig. 7: Cluster K-means chart 

 

Conclusion 

Data have 7 attributes in this dataset. The attributes: 

Club name, competition name, squad size, average age of 

players, market value of club in millions (£), and market 

value of top 18 players in millions (£). In the clustering 

process, use the k-means algorithm in clustering. Next, 

selecting the attributes, the attributes include average 

player age, player average market value in millions, club 

market value in millions, top 18 player market value in 

millions, and team size.  

Use normalize to make the data number simple. The 

last step is to use clustering to make all data divided to 

into 10 clusters. The results of the data have been grouped 

into 10 clusters; the Davies-Bouldin value obtained from 

the use of the K-means algorithm is -0.904. In addition, it 

is shown that the most clusters are cluster 3 with 23 

items/club and the smallest clusters are cluster 2 and 

cluster 8 with 1 item/club. In the Forecasting Process, the 

first step use read excel to set several attributes that have 

missing values by replacing them automatically.  
Next, selecting the attributes, the attributes include is 

average age of players, average market value of players in 

millions, market value of clubs in millions, market value 

of top 18 players in millions, and team size. Set the role 

of attributes, and set the attribute name, namely market 

value of club in millions with a role label because it 

will make predictions on these attributes. Split data into 

two samples using split data, set data with 0.3 is sample 

data to be taken from the sampling technique while 0.7 

is the remaining amount or data that is not sampled. Using 

linear regression to predict the value of a variable on the 

value of another variable. Then using apply model to serve 

the test datasets from other operators. The last step is entering 

operator performance to get RMSE and SE levels to get a 

measure of forecasting accuracy. The prediction results 

shown are based on a split ratio of 30 data samples, resulting 

in a description of the Root Mean Squared Error value of 

25,041+/-0.00 and Squared Error of 627,060+/-1680,827. 

From the RMSE and SE results, it can be concluded that the 

prediction results from the algorithm used are strong and 

valid, this conclusion is in line with the statement that the 

smaller the RMSE value or the closer to zero, the more 

accurate the prediction results. 
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