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Abstract: The prediction of students' academic performance is an area of 

great concern for universities and educational institutions since academic 

performance is one of the most important aspects of the learning process. To 

analyze this behavior, this study makes a critical analysis of the topic of 

interest and aims to review, analyze and summarize the latest research 

advances related to the prediction of academic performance. The systematic 

literature review method is applied to answer three questions: (1) What 

factors are determinants in predicting students' academic performance? (2) 

what methods are used to predict students' academic performance? and 

(3) what are the objectives and interests in predicting students' academic 

performance? After conducting the study of 50 outstanding articles, as 

results, we found that academic factor is the guideline for predicting 

academic performance; supervised machine learning is the most used 

technique, highlighting support vector machine, random forests , and 

neural networks; the most outstanding objectives for the application of 

prediction were: Student performance with 53%, risk of failure with 14%, 

search for student knowledge with 12%, avoid dropout with 12%, and 

decision making with 10%. 
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Introduction 

The academic performance of students is a very 

important activity for schools and universities because it 

indicates how well students are educated. Therefore, 

academic performance has attracted the interest of the 

research community aiming to address issues, such as 

underachievement, student dropout, the risk of failure, 

and others. The prediction of the academic performance 

of a student should be done early as possible, so schools 

and universities can take appropriate actions. 

Academic performance calculation is based on many 

factors, such as socioeconomic, personal, and 

environmental factors. The knowledge of these factors 

and student performance can help to prevent its impact. 

From the computational point of view, the literature offers 

a wide range of studies that attempts to predict student 

performance. Usually, such methods are based on 

Machine Learning (ML) techniques. Despite the 

advances, there is no consensus on the effectiveness of 

such algorithms to predict the academic performance of 

students. So, there is a strong need to search and know 

what are the factors that significantly determine those 

performances. The introduction of some predictive model 

to predict academic performance might help both 

institutions and students to take action to improve their 

performance, or at least, to avoid its dropping. This study 

reviews the research studies performed in this field 

between 2016 to 2022, aiming. 

To provide a deep understanding of techniques and 

models to predict academic performance, which represents 

the performance of a student during a school period. 

To compare the achievements of existing models and 

techniques taking into account different aspects, such as 

accuracy, effectiveness, and complexity. 

To understand the factors that influence the estimation 

of academic performance. 

To establish the research limitations and challenges that 

face current approaches to predict academic performance. 
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The remainder of this study is organized as follows. 

The first section describes the systematic review 

methodology that we adopted in this research, as well as 

the questions and objectives of this research. The second 

section analyzes in deep of the selected papers to answer 

the stated questions. Finally, the third section summarizes 

the findings and future guidelines of research. 

Materials and Methods 

This study is the result of a qualitative investigation of 

54 research studies from January 2016 to July 2022, of 

which 51 studies have been selected for the systematic 

review and the remaining three have been taken as a 

reference. The studies are related to the prediction of 

academic performance, in which we recovered the 

determinant factor of performance, the technique of 

prediction, and its objectives. Selected studies come from 

different sources, such as book chapters, journals, and 

conferences. To perform the search and retrieval of studies, 

we used the indexer tool Scopus, which provides access to 

papers from a wide range of scientific institutions. Table 1 

summarizes the main characteristics used for the literature 

review. It shows four groups of columns: Objectives, 

techniques, algorithms or methods, and the dominant factors 

for predicting academic performance. As follows, a brief 

description of chosen characteristic is provided. 

Objectives 

It answers the question: What for? Here, each 

reference has an interest for which the academic 

performance is used to. 

Techniques 

Here the type of technique used by different 

algorithms, methods, and tools is considered. 

Algorithms and Methods 

A set of algorithms and methods applied in each case are. 

For each study, a cell is marked with 'X' to indicate the 

selection. In the column of methods, for a study that has 

compared a set of algorithms, the best one is marked with the 

letter 'S' and it is highlighted with a shadow yellow. 

Dominant Factors 

Here, a factor or factors of high influence in academic 

performance is/are marked.  

Research Planning 

This study conducted a systematic review in which 

relevant studies to predict academic performance were 

identified, selected, and critically evaluated using 

various criteria, as presented in the results section. To 

organize our contributions, we formulated three key 

research questions: 

Q1: What factors are determinants to predict academic 

performance? 

Q2: What methods and algorithms are applicable to 

predict academic performance? 

Q3: What are the goals and interests to predict academic 

performance? 

 

The main objective of this review was to provide a 

comprehensive panorama of the academic performance 

prediction field and answer the above-proposed 

research questions, we adopted the PICO model 

(Petersen et al., 2015). Table 2 outlines four elements 

identified with the PICO strategy: 

 

• Population: Refers to the research studies that address 

the academic performance of students 

• Intervention: Refers to the models, techniques, and 

algorithms used to predict the academic 

performance of students 

• Comparison: Refers to the variability of academic 

performance prediction among the reviewed models 

• Outcome: Refers to the accurate results reported in 

the studies 

 

The research studies reviewed belong to online 

scientific publications. These repositories include the 

ACM, IEEE, Science Direct, Springer, ISPJ, IGI, MDPI, 

and World Scientific digital libraries. 

The searches were conducted using the Scopus tool 

to retrieve studies published from 2016 through 2022. 

For the search for process, the following keywords 

were considered: "Prediction performance academic 

student", "estimation performance academic student 

university", and "prediction performance academic 

machine learning". 

Inclusion Criteria 

Using the retrieval tool, we guarantee that returned 

papers are in the range of published years and restricted to 

the established keywords. Table 3 summarizes the first 

inclusion criteria for the retrieval of papers. Articles that 

did not meet these criteria were discarded. 

To ensure the clarity of our retrieval strategy, we used 

the PRISMA systematic review (Moher et al., 2009), 

whose main steps are. 

Identification 

Identifies potential studies to be investigated by 

automatic or manual searches. 

Selection 

At this stage duplicate or irrelevant studies will be 

excluded. In addition, the inclusion criteria listed in 

Table 3 are strictly applied. 
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Table 1: Summary of the main features of the literature review 

 Objectives Techniques Methods and algorithms Factors 

   Student    Supervised Unsupe Recomm Data 

 Article Student Perform Decision Risk of Knowledge machine -rvised endation mining BP-      SPR     LMN                      Acad Demogr Beha Behavior  Viewing Psychol 
References type desertion -ance Making failure of students learning Machine L. systems techniques NN ANN SVM NB DT -AR RF SSR RL -NR CF MLP MLR MTLTR GFS FN K-means Clustering MMFA J48 KNN RAR WTC GA PCA CNN GCN LFCM Others Time -emic -aphics -vior internet Social behavior -ogical  Economics 

Rimadana et al. 

(2019)  C   X       X          X  S X X                                                 X 

Shanthini 
et al. 

(2018) J   X       X               S                                               X   X 

Francis and  

Babu 
(2019) J   X             X   X X X S                         S                         X X X 

Gamao and 

Gerardo 

(2019) J X         X             S X                           S                       X 
Xing 

et al. 

(2019) J   X       X           X                                                             X 

Kostopoulos 
et al. 

(2019) J   X             X     X         S                                             X       X       

Deepali and 

Kamatchi 
(2019) J   X       X         X S S                                                       X 

Stephen  

et al. 
(2018) J   X       X                               S                                   X         X     

Rodrigues 

et al. (2019) J   X       X           X X X       S                                         X X     X   X     

Yang and 
Li (2018) J         X       X S                                                           X 

Waheed 

et al. 

(2020) J     X     X         S X           X                                           X X 
Tsiakmaki 

et al. (2020) J       X         X   S                                                     X         X 

Karthikeyan 

et al. (2020) J   X             X   X X S               X               S                     X 
Jayaprakash 

et al. (2020) C       X   X             X     S                                                       X   X X 

Rincón-Flores 

et al. (2020) C         X X                   S                   X                           X 
Czibula 

et al. (2019) J       X         X           S                                                 X 

Tai Chui 

et al. (2020) J       X   X           S                                                       X 
Crivei et al. 

(2020) C         X   X                                               S     S           X 

Popescu 

(2018) J   X       X                   X     S                     X                   X X   X     X   
Thi Oanh 

(2017) J         X     X       S               S                                       X 

Pandey and 

Taruna (2018) C       X   X             S S                       S                           X X 
Hasan et al 

(2018) C   X             X       X     S                                             X X 

Kaunang and 

Rotikan (2018) C   X             X         S   X                                             X X X     X       
Zhang et al. 

(2018) C     X     X           X X X             S                                     X   X 

Saifudin and 

Desyani (2020) J   X       X             S                                                   X X       X     X 
Echegaray- 

Calderon and C   X       X         S                   X                       S             X X X   X   X X 

Barrios- 

Aranibar (2015) 
Kamal and 

Ahuja 

(2019) J   X             X   X S S S   X                                               X X X   X       

Lau et al. 
(2019) J   X       X         S                                                         X       X     X 

Chohan et al. 

(2017) J         X     X                           S                                     X X   X   X   

Ramaswami 
et al. (2019) J   X             X       X     S   X                       X                   X 

Yao 

et al. 

(2019a) J   X       X           X   X   X         X X S                                 X   X 
Imran et al. 

(2019) J   X       X         X                   X               S                     X X     X     X 

Roy and Garg 

(2017) C X               X       X               X               S                   X X   X   X     X 
Nandyala et al. 

(2019) J     X           X       X     S   X                                           X X     X X     

Zhenpeng 

(2016) C   X       X                   X         X S       S     X                     X   X 
 C   X       X                                   S                               X       X     X 

Buniyamin et al. 

(2016) C   X             X   X X X X                     S         X                   X X X 

Merchán 
(2016) C X               X                                       S                 X   X X     X       

Devasia et al. 

(2016) C X               X       S                                                   X X   X   X     X 

Iam-On 
(2017) J X               X   S   X X                               X   S               X X 

Song et al. 

(2020) J   X       X               X   X         X                           S         X X 

Jenitha 
et al. (2021) J         X       X   S X X                                                     X X X       X   

Hai-tao et al. 

(2021) C       X   X         X         X                                       S       X 

Zulfikri et al 
(2021) C   X       X                               S                                   X 

Masangu et al. 

(2021) J   X             X     S   X   X         X X                                   X X X 

Erdem and 
Kaya (2021) J   X       X                       S                                           X X     X     X 

Nibras and 

Walaa 

(2021) C       X         X     S X               X                                     X 
Mansouri et al. 

(2021) J   X       X                                                             S     X 

Cagliero et al. 

(2021) J     X     X           X X X   X                           X                   X X       X 
Sohaib and 

Fang (2021) J     X     X         X   X S                                               X   X 

Vega 

et al. 
(2022) J X               X         X                                                   X 

 
Table 2: PICO model adopted in the literature review 

Population Intervention Comparation Output 

Studies predicting student Methods, techniques, and Comparison of methods Quality and accuracy 

academic performance algorithms reviewed and algorithms of approaches 

 

Table 3: Inclusion criteria adopted in the literature review 

Criteria Description of criteria 

Study approach Studies predicting students' academic performance 

Type of document Articles, Conference journal, Books, book chapter 

Year of publication Studies published from 2016 to 2022 

Language of publication Only articles in English have been considered 

 

Eligibility 

This stage filters out those studies that do not follow 

the schemes determined by the PICO model in                  

Table 2. 

Inclusion 

This is the result of applying the exclusions to launch 

the analysis of studies involving the prediction of 

academic performance. 
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Fig. 1: PRISMA flowchart of the review methodology 
 

Figure 1 illustrates the PRISMA steps. We can see 

that after the initial round of database searches it 

retrieved 1649 articles. After eliminating duplicates 

and applying the inclusion criteria, the number of 

studies was reduced to 515. Next, we excluded 461 

articles that did not meet the PICO rules. Finally, we 

selected 54 papers, of which 51 are used for this review 

and three articles are used for theoretical support. 

Data Extraction 

Applying PRISMA (Moher et al., 2009), the selected 

group of studies was thoroughly analyzed to extract data 

to help answer our research questions. Data extracted are: 

 

• The general information of the study (e.g., year of 

publication, type of paper) 

• The algorithms used to predict the academic 

performance 

• The Factors that determine the academic performance 

• The data processing techniques used 

 

To answer questions Q1, Q2, and Q3 we applied 

thematic analysis to the extracted data. The data were 

grouped and categorized according to the themes 

reported in the results section.  

Results 

This section presents general information about the 

articles analyzed, the techniques used to predict 

academic performance, the models and algorithms 

developed for prediction, and the factors that determine 

student academic performance. 

Type of Paper and Year of Publication 

A total of 51 studies were analyzed to help answer the 

questions posed in our research. Figure 2 shows that 

studies correspond to journals (33 studies, 65%) and 

conferences (18 studies, 35%). 

Figure 3 shows the distribution in which studies were 

published. 

Methods and Algorithms that Predict 

Academic Performance  

Most methods or algorithms for predicting academic 

performance are ML-based classification algorithms 

because they provide higher accuracy against other 

proposals (Rimadana et al., 2019; Gamao and Gerardo, 

2019; Xu et al., 2019; Vora and Kamatchi, 2019; 

Tsiakmaki et al., 2020; Jayaprakash et al., 2020). These 

classification algorithms are mainly: Support Vector 

Machine (SVM), Naive Bayes (NB), Decision Trees 

(DT), Random Forests (RF), and Artificial Neural 

Networks (ANN). 

 

 

 

Fig. 2: Statistics on the type of document reviewed in the 

literature 

 

 

 

Fig. 3: Number of articles according to the year of publication 
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Fig. 4: Distribution of the algorithms and methods applied for prediction according to the literature review 

 

It was found that 11 studies were based on the use of 

hybrid models to improve the accuracy of academic 

performance. These hybrid methods involve the integration 

of a set of algorithms (usually a pair) to achieve higher 

prediction accuracy compared to existing algorithms 

(Francis and Babu, 2019; Vora and Kamatchi, 2019; 

Karthikeyan et al., 2020; Crivei et al., 2020). According to 

(Fathian et al., 2016), hybrid models (as the 11 studies 

referred to) can be built using mainly bagging, boosting, 

and stacking approaches, these can increase performance 

because they can minimize classification errors and bias 

(Webb and Zheng, 2004) and to increase accuracy by 30% 

compared to any single model (Finlay, 2014). 

We also found that 16 studies proposed an improved 

academic prediction performance. When compared 

with others it turned out to have better accuracy than 

this one (Gamao and Gerardo, 2019; Yang and Li, 2018; 

Czibula et al., 2019; Popescu and Leon, 2018; 

Mansouri et al., 2021). 

Figure 4 shows the methods and algorithms most used 

to predict academic performance, where the lower part 

indicates that it has been put in comparison with others 

and the upper part indicates that it was the one that gave 

the best accuracy for each research case. 

In Table 4, we categorize the 51 articles according to 

the main category used technique, which is: Supervised 

Machine Learning, Unsupervised Machine Learning, 

Recommender Systems, and Data Mining. These 

categories were identified according to the author's 

approach to predicting academic performance. Overall, 

28 studies mark a trend of the best applied supervised 

machine learning technique for prediction, 19 studies 

applied the data mining technique, two studies opted 

for recommender systems, and one study on 

unsupervised machine learning. 

Supervised Machine Learning 

Supervised Learning (SL) are algorithms capable of 
reasoning from externally supplied instances to produce 
general hypotheses, which then make predictions about 
future instances (Rastrollo-Guerrero et al., 2020). Within 
this technique, we found algorithms and methods that were 
massively used in the literature. Among them, we highlight 
the SVM, RF the random forests, and NNs (Rimadana et al., 
2019; Shanthini et al., 2018; Vora and Kamatchi, 2019; 
Jayaprakash et al., 2020; Pandey and Taruna, 2018; 
Imran et al., 2019). In the study (Popescu and Leon, 
2018), the RF achieved a close approximation to the 
performance of undergraduate students that occurs in the 
classroom and improves as more data is fed into it. 

Unsupervised Machine Learning 

Unsupervised Learning (UL) is also known as 
classroom. The main difference between SL is that in UL 
the labels that the training set does not contain the labels 
that we like to predict. The study (Crivei et al., 2020), 
investigated the use of unsupervised machine learning 
methods, particularly principal component analysis and 
relational association rule mining to analyze academic 
performance. The authors proposed a new binary 
classification model called S PRAR (prediction of academic 
performance using relational association rules) to predict the 
outcome of a student in each academic discipline using 
Relational Association Rules (RAR). 

Recommender Systems 

In this technique, information is acquired explicitly 

by collecting user scores or implicitly by monitoring 

user behavior, such as visits to learning materials, 

downloaded documents, etc. Support vector machine, 

multiple linear regression, and collaborative filtering 

algorithms were identified for this technique (Tran et al., 

2017; Chohan et al., 2017). 
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Table 4: Techniques that applied methods and algorithms for the prediction of academic performance. 

Technique Number of studies  Studies 

Supervised machine learning 28 (55%) Rimadana et al. (2019); Shanthini et al. (2018); Gamao and Gerardo (2019);  

  Xu et al. (2019); Vora and Kamatchi (2019); Yang et al. (2018); 

  Rodrigues et al. (2019); Waheed et al. (2020); Jayaprakash et al. (2020); 

  Rincón-Flores et al. (2020); Chui et al. (2020); Popescu and Leon (2018); 

  Pandey and Taruna (2018); Zhang et al. (2018); Saifudin and Desyani (2020); 

  Echegaray-Calderon and Barrios-Aranibar (2015); Lau et al. (2019); Yao et al.  

  (2019b); Imran et al. (2019); Li et al., 2016; Uddin and Lee, 2016; Song et al.  

  (2021); Hai-Tao et al. (2021); Zulfikri et al. (2021); Erdem and Kaya (2021);  

  Mansouri et al. (2021); Cagliero et al. (2021); Latif et al. (2021) 

Unsupervised machine learning 1 (2%) Crivei et al. (2020) 

Recommender systems 2 (4%) Tran et al. (2017); Chohan et al. (2017) 

Data mining technique 20 (39%) Francis and Babu (2019); Kostopoulos et al. (2019); Yang and Li (2018); 

  Tsiakmaki et al. (2020); Karthikeyan et al. (2020); Czibula et al. (2019); 

  Hasan et al. (2018); Kaunang and Rotikan (2018); Kamal and Ahuja 

  (2019); Ramaswami et al. (2019); Roy and Garg (2017); Anvesh et al. (2019);  

  Buniyamin et al. (2016); Rubiano and Garcia (2016); Devasia et al. (2016);  

  Iam-On and Boongoen (2017); Jenitha et al. (2021); Masangu et al. (2021); 

  Salih and Khalaf (2021); Vega et al. (2022) 
 

Data Mining Technique 

20 studies use this technique for academic performance 

prediction. We found that NNs, SVM, NB classifier, DT, 

Clustering, and J48 work successfully (Francis and Babu, 

2019; Kostopoulos et al., 2019; Karthikeyan et al., 2020; 

Kaunang and Rotikan, 2018; Masangu et al., 2021; Salih and 

Khalaf, 2021). The study of (Yang and Li, 2018) uses a NN 

to estimate the performance/attributes of students according 

to students' prior knowledge as well as the 

performance/attributes of other students who have similar 

characteristics. In the study (Tsiakmaki et al., 2020), they 

implemented the deep NN with three hidden layers of 

neurons to predict the students' risk of failure. 

Factors that Determine Academic Performance 

We found that many factors influence the academic 

performance of students, which indicates the accuracy and 

quality of predictions (Rodrigues et al., 2019). There is a 

diversity of characteristics that influence academic 

performance and the selection of them is often difficult 

(Song et al., 2020). After a review of 51 studies, shown in 

Table 1, we found that the academic factor is the most 

relevant in 45 studies, followed by the demographic 

factors in 19 studies, 15 studies intended the social 

factors and 12 regarding the behavioral or conduct 

factors. To a lesser extent, we found the economic, 

time, psychological, internet behavior, and multimedia 

behavior factors with 9, 7, 5, 4, and 4 studies, 

respectively. Figure 5 outlines the distribution of the 

factors that influence academic performance and taking 

into consideration these factors would provide a greater 

impact and making a decision by schools. As follows, 

we provide a brief description of factors that influence 

academic performance. 

Time 

This factor uses time management skills as the 
preponderant factor, such as the time spent on a subject, time 
to study, time to take breaks, and travel time, among others. 
The study by Rimadana et al. (2019) proposes a system for 
predicting academic performance using time management 
characteristics. The process to solve the problem starts with 
obtaining the data through TSQ questionnaires. 

Academic 

This factor is the most important within this review and 
involves student grades, such as semester grade averages, past 
grades, and weighted grade averages, among others. The work 
of (Rubiano and Garcia, 2016) uses academic data of students 
from the Systems Engineering undergraduate program to 
predict academic performance by applying the J48 model. 

Demographic 

This factor is related to the general information of a 
student, in which data includes the attributes of age, gender, 
district of residence, and place of birth, among others. The 
study by Rodrigues et al. (2019) proposed a logistic 
regression model to predict academic performance from 
indicators of self-regulated behavior in LMS. 

Social 

Within the social factor are the relationship between 
parents, friends, family, communication and work 
aspects, and the surrounding social environment. The 
work in (Kostopoulos et al., 2019) built a model trained 
with social attributes extracted from the university.  

Psychological 

Among the psychological factors are motivation, 
perception, attention, and others (Echegaray-Calderon and 
Barrios-Aranibar, 2015; Chohan et al., 2017). 
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Economic 

This factor has a high impact on academic 

performance. Economic problems of families, the 

possibility of parents paying for extra classes, living in 

pleasant conditions, scholarships, and family wealth, 

influence the performance of the student. The study 

(Erdem and Kaya, 2021) used additional statistical data 

from the PISA 2018 results as secondary data, together 

with economic data, parents' education, possessions, 

and financial support to provide a more reliable 

prediction. 

Internet Behavior 

Within this factor are all things everything related 

to the use of the internet, the time spent on it, searches 

performed, and sites searched, among others. The work 

in (Xu et al., 2019) studied the association between 

Internet usage behaviors and academic performance, 

and to predict academic performance they used an ML 

approach. As input data, they used online duration of 

navigation on the internet, internet traffic, the volume of 

data, and frequency of connections. 

Multimedia Behavior 

This factor involves the behavior toward the learning 

management systems, such as Moodle or other virtual 

classrooms. The interaction of a student with the 

resources furnished by the system (documents, videos, 

and other didactical material), provides good input data to 

train an ML model. The work in (Rodrigues et al., 2019) 

developed a model to predict academic performance 

Using behavioral data from an LMS platform used in a 

public university during a distance education course. Data 

was collected over seven years. 

Table 5, shows the Factors' importance and how they 

affect performance. 

 

Table 5: How Factors affect performance 

Factor Importance How factors affect performance 

Time The investment of time in teaching and learning Determining the number of hours/days spent by the 

 the process is correlated with the academic performance of students or teachers in academic activities that contribute  

  to the prediction of university academic performance 

Academician Factor that qualitatively involves academic performance It is directly related to academic performance; grades 

 based grades obtained from the student determine the academic situation of the student and  

  their decision-making 

Demographic Factor that links student indicators such as age, Determining these factors helps select and classify 

 gender, etc., with their Local environment data to analyze academic performance 

Social This factor is linked to social and family contexts Affect the student's performance according to the 

 They determine the influence external to the student influence perceived by the family and society, which 

  influences the learning process 

Psychological It can positively or negatively affect the academic The psychological factor affects the student because 

 performance of the student such as attitudes causes a positive or negative stimulus that will 

 self-esteem, motivation among others determine the academic performance 

Economic This factor considers the financial support that the This factor improves opportunities for access to 

 student receives (family or external) to improve resources, which improves the quality of the student 

 their academic performance learning 

Internet This factor is associated with the use of the internet Proper use helps the student to improve performance, 

behavior and the investigation of its proper use  but uncontrolled use can be distracting 

Multimedia  It involves the management of teaching and use of the Platforms such as Moodle or virtual classrooms and 

behavior resources provided by virtual educational platforms by other digital resources help in the teaching process 

 the student and the teacher that facilitates better interaction with students 

 

Table 6: Methods using the time factor 

 Methods and algorithms 

 ---------------------------------------------------------------------------------------------------- Factor 

References SVM NB DT RF RL J48 TIME 

Rimadana et al. (2019)  S X X       X 

Rodrigues et al. (2019) X X X   S   X 

Hasan et al. (2018)   X   S     X 

Kaunang and Rotikan (2018)     S X     X 

Saifudin and Desyani (2020)   S         X 

Roy and Garg (2017)   X       S X 

Devasia et al. (2016)   S         X 

Total (7) 1 2 1 1 1 1
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Fig. 5: Distribution of factors determining academic performance 
 

 
 
Fig. 6: Number and percentage of objectives for predicting 

student performance 
 

Table 6 shows the data extracted from Table 1, 

concerning the Time factor, where it can be seen that seven 

references mention the existence of at least one algorithm 

that uses the Time factor for the prediction of academic 

performance, among which SVM, NB, DT, RF, RL, J48 

stand out, of which two authors agree that the best algorithm, 

in this sense, is the NB (Naive Bayesian Classifier). 

Similarly, by analyzing Table 1, it can be determined which 

is the best algorithm for each factor. 

Objectives of Interest 

Based on our review, different objectives have guided the 
authors for academic performance prediction. These 
objectives can be compiled into 6 groups: Attrition, 
student performance, decision-making, risk of failure, 
recommended activities and resources, and student 
knowledge. Figure 6 shows the number and percentage of 
each of these objectives in the surveyed papers. Overall, 
student performance occupies 53% of studies, followed 
by risk of failure with 14%, the search for student 
knowledge was addressed in 12% of papers, the 
objective of avoiding dropout with 12%, and finally, the 
decision-making was addressed in 10% of articles. 

Student Dropout (Desertion) 

Six studies focused on dropout, in which they 

proposed predicting academic performance to solve this 

problem. In higher education, the increased attrition of 

students not only affect themselves but also the reputation 

of the institutions in which they study (Devasia et al., 2016). 

In addition, it has been established that in the first year of 

study, students have the highest risk of dropping out or not 

completing their degree on time (Iam-On et al., 2017). 

Student Performance 

One of the most essential objectives for institutions is 
the prediction of academic performance because they 
want to know the performance that students will have 
(low, medium, and high performance) to supervise them 
aiming to ensure their education completion (Saifudin and 
Desyani, 2020; Yao et al., 2019b; Song et al., 2020). 
Furthermore, it was identified that attending classes via 
online education platforms and their interaction with them, 
can be used to predict academic performance (Xu et al., 
2019; Rodrigues et al., 2019). This objective is important 
and it is important to take into account in designing a 
predictive model (Song et al., 2020). 

Decision Making 

The reviewed studies argue that knowing the academic 

performance of students helps to feedback and pedagogical 

support to students, where interested students to improve 

their performance could receive reinforcement 

(Waheed et al., 2020). However, many times the decisions 

are unclear, and the interpretability and explainability of 

models are often limited. So, it is recommendable to enforce 

an explainable system of academic performance to 

reinforce both the students and the curriculum of 

institutions (Cagliero et al., 2021; Latif et al., 2021). 

Risk of Failing or Failure 

Education is considered essential for social progress and 

ensuring that students pass their courses, so it is of high 

concern to schools (Chui et al., 2020). Early identification of 

the risk of failure can help to identify weak students and to 

take corrective actions to avoid or mitigate risks 

(Pandey and Taruna, 2018). According to the study of 

(Jayaprakash et al., 2020), a model that can 

significantly reduce academic failure helps students to 

get prior consultation and more opportunities to decide 

on a successful path at a very early stage. 

Knowledge of Students 

A few studies give relevance to this objective. However, 

the performance prediction models work according to this 

characteristic of students. The work in (Chohan et al., 2017) 

concluded that students who often assist to libraries 

increase their knowledge and are more prone to get a 

successful academic performance. Moreover, under the 

insight of this objective, students should know their 

own capabilities to improve their performance. In 

another study by Tran et al. (2017), it was found that 

students who chose elective courses without knowing 

the required background, cause students study a little 
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motivation. Then, a model that takes into account the 

necessary background for the selection of courses as 

an aid for students is desirable. The study by            

Rincón-Flores et al. (2020), found that a general 

picture of students' performance is enough to improve, 

and knowing their predictive scores at the beginning of 

the course will help them to improve in class. 

Discussion 

In this research, 51 articles aimed to predict the 

academic performance of higher-level students have been 

reviewed and the questions proposed in the methodology 

were answered. The following are some of the most 

relevant findings of the research. 
In this review, research in the academic prediction 

of students at the higher level proposes different ways 
to analyze it. We have considered three points of view: 
According to the factors, the algorithms or methods, 
and the techniques.  

Among the factors, the academic factor was 

identified as the most relevant for prediction 

accompanied by demographic, social, and behavioral 

data. These factors give better accuracy. However, the 

use of an excessive combination of factors might cause 

difficulties at the time of processing. 

In the case of the algorithms or methods, it was 

determined that the classifiers were relevant in the 

experimental processes since they were objects of 

comparison and many times turned out to be the best 

ones. These algorithms were: NN, SVM, NB, DT, and 

RF. In addition, there are proposals that achieved a 

higher percentage of accuracy; however, they depend 

on the factors used and their objectives. Hybrid model 

proposals have also been considered, where they reached a 

better accuracy, although the process is more complex than 

the classical algorithms. 

Finally, on the side of the techniques, it was found that 

supervised learning is the best for prediction, followed by 

data mining. Note that the most common objectives for 

prediction were student performance, risk of failure, 

dropout, and decision-making. 

Conclusion and Future Works 

In this study, a systematic literature review of 1649 

articles related to the prediction of academic performance 

of university-level students was carried out, removing the 

duplicates and irrelevant ones, the number was reduced to 

862 articles and excluding those that did not meet the 

inclusion criteria (less than 6 years old and that the methods 

used for the prediction are artificial intelligence) 515 were 

obtained, of which reviewing their abstracts and applying the 

PICO criterion, finally, 54 articles were selected, of which 3 

served as theoretical support and 51 were the relevant articles 

that were completely analyzed as shown in Fig. 1. Articles 

were analyzed based on the proposed planning, 

consequently, the conclusions of the work were related to the 

three research questions that consider the factors, 

algorithms, methods or techniques and objectives. 

In the factors, academics were identified as the most 

relevant for prediction, accompanied by demographic, 

social, and behavioral data. Although the excessive 

combination of several factors can cause problems at the 

time of processing. 

In the case of algorithms or methods, it was 

determined that the classifiers were relevant in the 

experimental processes since they were the object of 

comparison and often proved to be the best. These 

algorithms were: Neural Networks (ANN), Support 

Vector Machine (SVM), Naive Bayesian Classifier 

(NB), Decision Trees (DT), and Random Forests (RF).  

On the techniques side, we conclude that supervised 

machine learning is one of the best for prediction, 

followed by data mining methods.  

The most outstanding objectives for the application of 

prediction were student performance at 53%, risk of 

failure at 14%, search for student knowledge at 12%, 

avoiding dropout at 12%, and decision-making at 10% as 

shown in Fig. 6.  

Of the 51 studies analyzed, intelligent models were 

presented to predict the academic performance of students 

from different approaches and the accuracy of the prediction 

is relative, therefore, as a general conclusion, we can state 

that the prediction of academic performance depends on the 

selection of factors, algorithms, and techniques. 

In a similar study, (Arifin et al., 2021) evaluated 

methods for predicting academic performance and 

including similar classifiers, but conclude that more 

research is required to recommend which is the most 

appropriate, so, in agreement with that study, as future 

work we hope to expand our research, considering a larger 

number of more recent references. 
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