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Abstract: Recently, Breast Cancer (BC) becomes a more common cancer 

disease in women and it considers the most important sign which leads to 

death among women. Therefore, it requires efficient methods for detecting it 

to reduce the risk of death. A positive prognosis and greater chances of 

survival are improved if the BC is detected early. Currently, machine 

learning plays an important role in diagnosing BC disease. The various 

techniques in artificial intelligence and machine learning persuade the 

researchers in exploring their classification systems in classifying and 

detecting the BC disease. The algorithms are the K-Nearest Neighbor 

(KNN), the Support Vector Machine (SVM), random forest, logistic 

regression, and decision tree. In this study, various algorithms of the 

machine are proposed in designing the classification system for detecting 

the BC diseases. To improve the resulting quality, the Principal 

Component Analysis Algorithm (PCA) is applied. The system was tested 

and evaluated on the Wisconsin BC dataset from the University of 

Wisconsin Hospitals. The results were interesting and very good. The 

accuracy, recall, precision, and F-score of the SVM algorithm were 

obtained by up to 98% compared to previous work. 
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Introduction  

 Mainly, cancer disease is one of the greatest threats to 

human life. BC considers the most common type of cancer 

disease in women's lives all over the world. The majority 

of new cancer cases and cancer-related deaths are caused 

by this disease, making it a public health concern in 

today's society. A woman's BC is generally regarded as 

the most common cancer. Mainly, BC has considered the 

second most cancer-diagnosed disease in women. The 

early diagnosis of BC can improve the prognosis and 

chance of survival significantly, early detection helps to 

recover quickly and continue for longer. 

 Early detection enhances clinical treatment and makes 

quick decisions regarding the patient to maintain his 

health for a longer period (Yue et al., 2018). Patients may 

be saved from unnecessary treatments if tumors are 

classified accurately. As a result, a substantial study has 

been done on the proper diagnosis of BC and the 

classification of patients into benign or malignant 

categories. Machine Learning (ML) is widely 

acknowledged as the approach of choice for BC pattern 

classification and forecast modeling due to its distinct 

advantages in essential feature detection from 

complicated BC datasets (Yue et al., 2018). 

There are many ways to classify information, 

including classification, machine learning, and artificial 

intelligence, especially in the medical field, where those 

methods are widely used in diagnosis and analysis to 

make decisions (Houssami et al., 2019). Studies 

investigating the efficacy of machine learning techniques 

for BC screening suggest that the technology may one day 

be as accurate as highly trained radiologists. However, 

these studies frequently use "enriched" datasets, where the 

prevalence of cancer is much greater than in groups 

undergoing screening (up to 55%, as opposed to real-

world screening populations, where the prevalence of BC 

is less than 1%) (Coccia, 2020). In this study, The 

Machine learning algorithm for classification is applied. 

In this study, a novel method is classifying the BC disease: 

Which is based on SVM and the KNN classifiers where 

the PCA is applied for extracting the features.  
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Numerous models have been developed in prior 

work that use various feature sets and machine-learning 

techniques to diagnose breast cancer (Amrane et al., 

2018). Both Naive Bayes NB and KNN algorithms 

were used on the BC Dataset (BCD). A comparison 

with cross-validation has been suggested. The results 

showed that KNN gave a higher accuracy with the 

lowest error rate, as the KNN algorithm gave 97.51 and 

NB 96.19% (Amrane et al., 2018; Ara et al., 2021). 

Analyzed a data set and assessed how well several 

machine learning algorithms performed in predicting 

BC from benign or malignant tumors. 

The following algorithms were used: SVM, 

Logistic Regression, KNN, Decision Tree, Naive 

Bayes classifiers, and Random Forest. With an 

accuracy of 96.5%, the Random Forest and the 

Supporting Vector Machine exceeded the. The WBCD 

dataset was created using data that was gathered from 

the University of Wisconsin Hospital in Madison, 

Wisconsin, USA (Ara et al., 2021). 

 İlkuçar et al. (2014) used the UCI BC Dataset. 

There are two types of algorithms for Artificial Neural 

Networks. Harmony Search and Back Propagation 

algorithms were used to train the Artificial Neural 

Networks to feed-forward (ANN). Classification 

performance was tested utilizing precision, SSE, and 

regression parameters. The performance values of 

backpropagation were obtained as 94.1/0.007/0.92 and 

Harmony Search 97.57/0.005/0.96 respectively 

(İlkuçar et al., 2014). 

 Douangnoulack and Boonjing (2018) they used 

PCA to reduce the Wisconsin BC (WBC) dataset of a 

lossless data reduction technique with good 

classification performance, to aim at finding the best 

performance classier by giving minimal classification 

rules by employing PCA. The J48 decision tree 

classifier is found to be the best accuracy among the 

three classifiers: J48 Decision tree 97.36%, Minimized 

Error Pruning Tree 96.77% and Random Tree 94.72% 

(Douangnoulack and Boonjing, 2018). 

Bayrak et al. (2019) used the most popular ML 

techniques, SVM and ANN in the Wisconsin BC 

Dataset. The comparison was done on the classification 

performance of these techniques to each other. By 

using precision, accuracy, recall, and the ROC area. It 

was found that the SVM classifier had the best 

percentage split accuracy of about 95% and the ANN 

of about 88% (Bayrak et al., 2019). 

Yedjou et al. (2021) presented a novel computer-

aided diagnosis system for the prediction, diagnosis, 

and classification of BC applying ML. In particular, 

they discussed the concepts of ML and outlined their 

application in the classification of BC. Using ML 

approaches, their findings revealed that among the 569 

patients involved in this study, 63% were diagnosed 

with benign tumors and 37% were diagnosed with 

malignant tumors. Radius, texture, perimeter, area, 

compactness, concavity, and concave points of the cell are 

some of the feature characteristics (Yedjou et al., 2021). 

Materials and Methods  

In this study, supervised ML algorithms are used. 
For training, a labeled dataset was utilized. Technically, 
70% of the main dataset is used for training and the rest 
30% is used for testing. Combining kernel-based PCA 
techniques with supervised learning algorithms for 
classification. Normally this type of technique is used to 
reduce the dimensionality of a dataset. 

The work is conducted on a computer with an HP 
Core i7, 10 generations, and 8 GB of RAM in the 
Anaconda environment, which is based on the Python 
programming language. The BC Wisconsin Diagnostic 
dataset was used to apply ML classifiers, Decision Tree 
Random Forests, SVM, Logistic Regression, and KNN. 
Results were assessed to determine which model has 
the highest level of accuracy. 

Dataset 

An innovative and reliable approach for the detection of 

BC must be created and the dataset is a crucial component of 

that process. Due to the scarcity of samples and the 

confidentiality of the patient's data, gathering a dataset is 

extremely challenging. To create a new and innovative 

product, the dataset used in this study came from the 

Wisconsin BC dataset created by Dr. William H. Wolber at 

the University of Wisconsin Hospitals in Madison. This 

dataset has 699 data points, including 458 benign tumors, 

241 malignant tumors, and 9 characteristics. 16 missing data 

points are present. 

Figure 1 illustrates that 458 (65.5%) tumors are benign 

tumors and 241 (34.5%) tumors are malign. Meanwhile, 

Fig. 2 summarizes the process of the model. Finally, the 

confusion matrix is summarized in Fig. 3.  

Missing Values 

The researchers handle missing values by summing all 

numbers of the column and they are divided according to 

their numbers. 

Machine Learning Algorithms 

PCA 

The PCA reduces the size of the observation space 

in which given objects are observed. Reduction is 

achieved by combining new linear variables that 

describe the items being researched.  
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Fig. 1: Wisconsin BC dataset 
 

 
 

Fig. 2: The process of model 
 

 
 

Fig. 3: Confusion Matrix SVM 
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Combinations that satisfy specific mathematical and 

statistical requirements are considered principal 

components (Huang et al., 2019; Maćkiewicz and 

Ratajczak, 1993). The PCA is chosen to remove the 

weak features and keep the strong ones to get better 

measurements in terms of accuracy. In essence, the 

PCA's primary objective is to decrease the amount of 

data for each dimension. PCA helps the researchers in 

resizing any image. PCA helps researchers to find 

various patterns in high-dimensional datasets. 

KNN 

A highly accurate forecast is what allows an algorithm 

to compete with the most precise models. In applications 

that need great accuracy but don't call for a model that can 

be read by humans, you can therefore utilize the KNN 

method. The distance metric affects how well the 

forecasts turn out (WHO, 2020). The equation of 

Euclidean distance: 

 
2( , ) ( (( )i j jix x sqrt sum x x= −  (1) 

 

SVM 

SVM is one of the most well-liked algorithms for 

supervised learning and it may be applied to both 

classification and regression issues. However, it is 

largely employed in ML Classification issues. The 

equation of SVM is:  

 

0 1 1 2 2( . ) ( . ) 0B B X B B+ + =  (2) 

 

B1 and B2 define the slop of the line and b0 intersection 

found by the learning algorithm. X1 and X2 are the two 

input variables SVM strike a compromise between two 

complementary goals, improving accuracy and 

guaranteeing the highest level of reproducibility. SVM, 

one of the most well-liked classification techniques in 

machine learning, has shown beneficial in the detection 

and prediction of cancer. Using the characteristics of a tumor, 

this technique has been used to categorize the tumor as 

benign or malignant (Khourdifi and Bahaj, 2018). 

Random Forest 

A popular supervised ML algorithm for Classification 

and Regression issues is Random Forest. On various 

samples, it constructs decision trees and uses their average 

for classification and majority vote for regression. 

One of the most widely used Machine Learning (ML) 

methods, supervised learning includes the method of 

logistic regression. The categorical dependent variable is 

predicted using a set of independent variables. The 

equation of logistic regression is: 

 

0 1 0 1( ) ( . ) / (1 ( . ))P x e b b X e b b X = + + +  (3) 

 

Decision Tree 

 A decision support tool known as a decision tree 

employs a tree-like model to represent options and their 

potential outcomes, including utility, resource costs, 

and chance event outcomes. One method for displaying 

an algorithm that solely uses conditional control 

statements is to use this one. 

Results and Discussion 

In this study, Python code was developed to compare the 

accuracy of several algorithms in the research field to reach 

the best algorithm, which results in the best accuracy for 

detecting BC. The samples that were taken for f Patients 

totaled (699) patients, with (12) important examinations 

conducted for them (Anji Reddy and Soni, 2020). 

After applying ML algorithms to the BC, the Confusion 

matrix, accuracy, precision, F1 Score, and PCA analysis 

algorithm are applied to reduce dimensionality. This allows 

us to choose the optimum algorithm for the BC Prediction by 

reducing the dimension from 12 to 9 features: 
 

correct predications
Accuaracy

all predictions
=  

 
true positives

predictions
true positives false positives

=
+

 

 
true positives

recall
true positives false positives

=
+

 

 

1 2
Precision Recall

F Score
Precision Recall


− =  =

+
 

 
 The effectiveness of a model was evaluated taking 

into account both precision and recall. Unfortunately, 

recall and precision can occasionally conflict. To put it 

another way, improving precision frequently results in 

a decline in memory and vice versa. 

By calculating the harmonic mean of a classifier's 

precision and recall, the F1-score integrates both into a 

single metric. It is mainly used to compare the 

effectiveness of two classifiers. Assume classifiers A 

and B have higher recall and precision, respectively. 

The F1-scores for both classifiers in this situation can 

be used to assess which one yields superior results 

(Huang et al., 2020). Table 1 summarizes the 

evaluation model results, while Table 2 summarizes the 

comparison results. 
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Table 1: Evaluation model result 

Model Accuracy Precision Recall F1-score 

LR 0.97 0.97 0.98 0.98 

KNN 0.96 0.95 0.98 0.96 

SVM 0.98 0.98 0.98 0.98 

DT 0.96 0.95 0.98 0.97 

RF 0.96 0.95 0.98 0.97 

 
Table 2: Comparing the result  

References  Dataset Algorithms Accuracy % 

Amrane et al. (2018) WBCD KNN NB 97.51 

   96.19 

Ara et al. (2021) WBCD LR KNN DT NB RF SVM 94.40 

   95.80 

   95.90 

   92.30 

   96.50 

   96.50 
Douangnoulack and WBCD J48 DT RF 97.36 

Boonjing (2018)    94.72 

Bayrak et al. (2019)  WBCD SVM ANN 95.00 

    88.00 

Our research  WBCD LR KNN SVM DT RF 97.00 

    96.00 

    98.00 

    96.00 

    96.00 

 

Comparing the Results with Previous Research 

Mainly, what we have discovered in this study reveals 
that the PCA method, along with the techniques of Logistic 
Regression, Support Vector Machine, and Random Forest, 
helped us achieve very accurate findings. The best result we 
obtained was accuracy from SVM 98% . We obtained a 
higher accuracy than previous research and this is due to the 
reason for reducing the size of the data and removing the 
weak features from it and keeping the strong ones. 

Conclusion 

An analysis of BC Diagnostic is used in this essay. 
To identify the best machine learning algorithm that is 
accurate, dependable, and finds higher accuracy, five 
main algorithms were primarily applied: SVM, 
Random Forests, Logistic Regression, Decision Tree, 
and K-NN. These algorithms calculated, compared, and 

evaluated various results obtained based on confusion 
matrix, accuracy, sensitivity, and precision. The 
sklearn package was used in the Anaconda 
environment to program all algorithms in Python. 

 We found that SVM had a higher efficiency of 98%, 

precision of 98%, recall of 98%, and F1-score of 98% 

after accurately comparing our models. SVM, which 

offers the best performance in terms of accuracy and 

precision, has proven to be effective in BC prediction, 

recall, f1-score, and diagnosis. It should be mentioned that 

the WBCD database is the exclusive source of all the 
results (Huang et al., 2019; Maćkiewicz and Ratajczak, 1993). 

 The rate of improvement in prediction and the accuracy 

of the result was also increased by 0.5%, which is a high and 

very important percentage in predicting the presence of BC 

or not, as the highest percentage was previously 0.975% and 

after that improvement, we made 98%, to eliminate as many 

patients as possible by obtaining the highest accuracy in 

predicting the outcome. 
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