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Abstract: This paper presents a new and powerful approach for 

detecting and classifying leaf diseases for plant diagnosis with high 

accuracy. The main contribution of this paper is that a hybrid approach 

is proposed by using the combination of Partial Differential Equations 

(PDE) based image decomposition, segmentation, feature extraction, 

features selection and classification aiming to improve the classification 

accuracy and provide an excellent diagnosis. The TV-L1 Total variation 

model is adopted to separate the original image into texture and object 

components. Segmentation will be done only on the object component. 

Then texture, color, vein and shape features are extracted and merged in 

a feature vector using the codebook method. Moreover, features are 

selected by the RelieF feature selection algorithm to keep only relevant 

ones. In the classification, only selected features will be used and 

passed to the Multiclass Support Vector Machine algorithm SVM. The 

proposed approach is implemented and tested on the PV Plant Village 

dataset and provided a good and greater classification accuracy 

compared with the existing approaches from the literature. The obtained 

results proved that the use of PDE influences on the segmentation, 

which in turn, allowed us to identify correctly the leaves and provide 

new and optimal features, those features improves the classification 

accuracy rate to 95.9%.  
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Introduction 

Many countries like Morocco depend very much on 

agriculture. Thus, such a country like others must 

increase its production to meet the enormous demands. 

Recently, it has been observed that huge solutions have 

been put in place to improve the quality and quantity of 

production to increase agricultural production in 

general. On the other hand, diseases are the fearsome 

enemy of this agricultural progression and can have a 

direct impact on the quality and quantity of plant foods. 

These diseases often affect plants and are defined by 

professionals as anything that disturbs the natural 

behavior of plants and prevents sufficient production 

(UNL, 2019). A plant is classified as diseased when an 

external actor affects it and causes a change in its 

physiological and biochemical behavior leading to 

abnormal growth of these functions (EBI, 2019). 

Annually Morocco loses crop yield like any country in 

the world due to plant diseases. The protection of crops 

against plant diseases has a vital role and has to play in 

meeting the growing demand for food quality and 

quantity (Strange and Scott, 2005). So, disease 

identification in plants remains a difficult task for 

farmers due to lack of expertise which means that the 

beginners’ farmers cannot identify the case of a diseased 

plant in the early stage because the visual identification 

is not precise (Wäldchen and Mäder, 2018). Recently we 

see many applications using Machine Learning (ML) 

and Deep Learning (DL) algorithms in this direction 

aiming to get the best analysis results (Ennouni et al., 

2017; Borra et al., 2019). So, to help farmers, 

computer processing and machine learning can be 

utilized to develop a robust classification system that 
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can help in the detection and the classification of plant 

diseases using only images of leaves (Saleem et al., 

2019). Such a system to detect and classify plants 

diseases can involve five main steps: 

 

1. Acquisition 

2. Pre-processing 

3. Segmentation 

4. Features engineering 

5. Classification and analysis 

 

Figure 1 presents the whole process to detect diseased 

plants using image processing and ML. 

The process of detection and classification of plant 

diseases consists of first identifying the plant to be 

studied and which is subject to a disease and then taking 

a snapshot of one of the infected leaves and transmitting 

it to the Computer-Aided Diagnosis (CAD) system. 
The first step after image acquisition is preprocessing 

which aims to remove the artifacts and noises. The aim of 
the preprocessing is to enhance the input image and to 
prepare it for segmentation. Several preprocessing 
techniques have been proposed; multiscale decomposition, 
color space transformation, filtering, cropping, smoothing. 

To extract the Region Of Interest (ROI) the 

segmentation is applied. The aim, in our context, is to 

identify correctly the leaves to subsequently identify 

whether it is healthy or diseased. In this step, we 

distinguish between healthy and unhealthy leaves. In this 

phase, many techniques have been used (Gonzalez and 

Woods, 2008; Cui et al., 2010; Kwack et al., 2005). For 

instance and since we used a good preprocessing 

decomposition, we can use K-means, edge detection, or 

any other algorithms in this direction, etc. 
Feature engineering: The extracted features are the 

inputs for the classification algorithm. So, from 
existing features, we create the new ones to improve 
algorithm performance and it focuses on what’s 
important. This step contains features normalization, 
feature selection (Haghighat et al., 2016), 
dimensionality reduction (Filali et al., 2020). 
 

 

 
Fig. 1: Plant diseases detection and classification workflow  

Finally, in the classification step, to classify and 

identify the healthy or infected leaf selected features 

will be used instead of all the extracted features     

(Pal and Mather, 2006). In this step, many classifiers 

can be used like Neural Network (ANN), Decision 

Tree, Random Forest and Support Vector Machine 

(SVM). Based on a comparative study we will use the 

SVM as the classification algorithm (Cui et al., 2010; 

Khan and Ahmad, 2004). 

Related Work 

In recent times, a lot of methods are proposed in the 

classification of plant diseases (Warne and Ganorkar, 2015; 

Kadir et al., 2013; Shergill et al., 2015; Sumathi and 

Kumar, 2012; Khirade and Patil, 2015; Beghin et al., 

2010; Sladojevic et al., 2016; Tulshan and Raul, 2019; 

Sibiya and Sumbwanyambe, 2019). Warne and Ganorkar 

(2015) proposed a machine vision approach for 

recognition of three types collected with one type 

characterized by the damages of a tormentor insect; green 

stink and two types visualized by symptoms of 2 

pathogens; Bacteria angular and Ascochyta blight. Their 

approach is based on color, texture, shape, lacunarity, 

shape dimension and Fourier descriptors, which are 

necessary to achieve the classification by SVM algorithm. 

Their approach is tested only on 117 images, within 

which the recognition accuracy was ninety-three percent. 

Kadir et al. (2013) introduced an approach that 

includes shape, vein and texture features. They have 

used Probabilistic Neural Networks (PNN) as an 

algorithm for the plant leaf classification. Usually, 

numerous approaches are there for plant leaf 

classification but none of them have taken color feature, 

because the color was not considered as an important 

aspect of the identification process. In this case, color 

also playing important role in the classification process. 

Their result indicates that the suggested method provides 

an average accuracy of 93.75% when it was tested on 

Flavia dataset which contains 32 kinds of plant leaves. 

Shergill et al. (2015) proposed a recognition system of 

5 diseases includes Early scorch, Cottony mould, Ashen 

mold, Late scorch and little achromatic color, which 

mainly attack cotton cultivation. Their method used 

Haralick texture features and neural networks for 

classification. The authors presented and tested their 

methodology on 192 images of six categories (5 types of 

diseases and one type portrayed by the normal leaves). 

The average accuracy was ninety-three percent. 

Sumathi and Kumar (2012), they applied a feature 

fusion technique using the Gabor filter in the 

frequency range and merging the obtained features 

with edge-based feature extraction without 

considering color features. The resulted features were 

trained using 10 fold cross-validation and tested with 

CART and RBF classifiers to evaluate its accuracy. 

Input 

image 
Image pre-processing 

Image segmentation 

Feature extraction 

Image classification 

Provide 

treatment 

Diseased 

plant 

Healthy 

plant 
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RBF provides an accuracy of 85.93% with low 

comparative error for a nine class problem. 
In this study (Khirade and Patil, 2015) they 

proposed an approach for detecting two diseases: 
Downy mildew and Powdery mildew, based on neural 
networks for classification, their approach is based on 
4 categories of features including shape dimension, 
texture, color, and form. The identification rate was 
ninety-seven held on 85 images, 50 of Downy mildew 
and thirty-five of Powdery mildew. 

Concerning (Beghin et al., 2010) mentioned an 

approach that joins easy steps based on shape and texture 

features. The shape-based method extracts the contour 

descriptor from all leaves and then computes the 

dissimilarities between them. After they analyze the 

macro-texture of the leaf using the orientations of edge 

gradients. The obtained results are then joining with the 

aid of an incremental classification algorithm which 

provides 81.1% accuracy. 

Besides that, (Sladojevic et al., 2016) propose an 

approach using a deep learning method for classifying and 

detecting plant diseases from leaf images. The proposed 

approach is capable to classify just 13 different types of 

plant diseases out of healthy leaves, with the ability to 

distinguish plant leaves from their surroundings. In this 

case, the achieved results on the proposed approach 

provide an average accuracy of 94.60%. 

Tulshan and Raul (2019) applied a plant leaf disease 

detection technique to detect a disease from the input 

images. This technique includes many steps as, image 

segmentation, feature extraction. Furthur K Nearest 

Neighbor (KNN) classification is applied to the results of 

these three stages. Obtained results have exposed 

95.81% of accuracy in predicting plant leaf diseases.  

The work was proposed in (Sibiya and Sumbwanyambe, 

2019) used CNN method for classifying images of the 

maize leaf diseases that were collected by the use of a 

smartphone camera. The used method deals with three 

different types of maize leaf diseases out of healthy 

leaves. The northern corn leaf blight (Exserohilum), 

common rust (Puccinia sorghi) and gray leaf spot 

(Cercospora) diseases were chosen for this work as they 

affect most parts of Southern Africa’s maize fields. Their 

results demonstrate that the suggested method provides 

an average accuracy of 92.85% when it was trained and 

tested using datasets from Plant Village’s online website. 

Although different methods have been stated and 

have been examined with almost all leaf features 

successfully extracted and classified, still those methods 

have their limitations. It is showed clear that someones 

are signaled to be inaccurate, mainly because the input 

image contains noise and texture and also no use of 

preprocessing step decrease classification performance. 

The main advantage of our approach is considering 

the most important features to classify plants leaves for 

greater accuracy because good accuracy can be achieved 

by adding a more consistent number of features and also 

by increasing the dataset. So the novelty of our proposed 

method lies in its simplicity. 

This paper focuses on plant disease diagnosis based on a 

multiscale preprocessing scheme to propose a new and 

powerful approach for identifying diseased plants in the 

early stage. The remainder of this paper is organized as 

follows: Section 2 presents related work, section 3 presents 

an overview of the proposed approach and describes it in 

detail. Section 4 depicts our results and related discussion. It 

also presents the dataset that is used and the evaluation 

metrics. In the end, section 5 summarizes this paper and 

gives some future works concerning this work. 

Proposed Method 

In this research paper, a powerful method is proposed 

for improving the performance of classification for plant 

disease. At first, our work contributes to the pretreatment 

step aiming to improve the quality of segmentation and 

then to get a greater classification accuracy. We suggest a 

pretreatment that uses an image decomposition model 

based on the PDE model to separate our input images 

were collected from Plant Village Dataset that covers 

6215 images classified into 15 subsets. Then, color 

histogram, morphological features and GLCM features are 

used for extracting the features from the leaf region and 

textural region obtained by projection of the segmentation 

mask. After getting the hybrid features; the codebook is 

built using an easy concatenation based method, RelieF 

feature selection algorithm is used to limit the number of 

features for representing the data efficiently. Then, the 

output of feature selection is given as the input for SVM 

classifier for classifying leaf as healthy or diseased. At 

last, the proposed method performance is compared with 

the existing methods in light of specificity and sensitivity 

using PDE and accuracy using RelieF. 

An overview of the proposed approach step by step is 

presented in Fig. 2. 

The steps involved in the proposed approach are 

detailed as follow: 

 

1. Image acquisition 

2. Pre-processing: Apply PDE Image decomposition to 

obtain two components: Object component and 

texture component 

3. Segmentation: Extract the leaf by segmenting only 

the object component 

4. Features extraction: 

a. Extract texture features using only the textural 

part of the leaf after the projection of the 

segmentation mask on the texture component 

b. Extract color features from only the leaf 

obtained by projection of the segmentation 

mask on the input image 
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c. Extract shape features from the segmented image 

5. Features fusion using codebook method 

6. Features selection: Selecting the pertinent features 

using the Relief algorithm 

7. Classification: Apply SVM Algorithm for 

classification using only selected features 
 

A. Pretreatment 

For getting pertinent classification, attention to image 

pre-treatment is required so that one can improve image 

features by eliminating unwanted misrepresentation. 

This part emphasizes the image pre-processing method 

which is adopted. Partial Differential Equations (PDE) 

based decomposition method offer advantages and 

resolve misclassification that finally results in improved 

features. So our work contributes to the pretreatment 

stage aiming to improve the quality of classification. We 

propose a pretreatment that uses an image decomposition 

model based on PDE to separate our input image. Then 

our pretreatment based on a variational model using TV-

L1 model (Khan and Ahmad, 2004) is performed on it, 

aiming to reduce the effect of inner structure that makes 

the classification process not pertinent as result. We use 

TV-L1 model to separate our images to both: The object 

part and not object part. In the last result, we have two 

components object and texture. In this case, the texture 

will add a second level of information which is necessary 

for our process. Besides that, we estimate the noise level 

by measuring the standard deviation of the grey-level 

histogram of continuous regions of the image. 
 

 
 
Fig. 2: An overview of the proposed approach 

Several models have been proposed to decompose 

images. Meyer (2001) presented some limitations of the 

proposed model. Nikolova proposed in (Warne and 

Ganorkar, 2015) to use L1 norm instead of the L2 norm in 

the ROF model. The L1 norm according to Nikolova is 

suitable to remove salt and pepper noises. Zhang (2002; 

Pham et al., 2000), the authors proposed to use Gabor 

function and Hilbert norm to resolve the EDP equation. 

This model aims introduced orientation and frequency 

information of textures in the input image. 

In this section, we present some models based on 

PDE. Many models have been proposed using Partial 

Differential Equations (PDE) to extract textures that are 

represented by oscillating patterns. For example, ROF 

model (Rudin et al., 1992) and the TV-L1 model 

(Khan and Ahmad, 2004). The rest of this section is 

devoted to the presentation of TV-L1 that is adopted: 

 

 
21

min
2

J u u I
 

  
 

 

 

where, J represents the variation of total regularization:  

 

  uJ u dx   

 

: Represents the spatial gradient, 

: Represents the compromise between the 

best fit to the noisy data and the 

regularization 

I: Is the input image 

u and v = I-u: The respectively the object component, 

texture and noise component obtained by 

the decomposition 

 

In our proposed approach we will use the TV-L1 

proposed in (Khan and Ahmad, 2004) which can 

separate efficiently the texture from objects in our 

images. Table 1 presents two decomposition examples 

of images using the EDP. 

 
Table 1: Images decomposition using EDP  

 Components obtained by EDP 

 ----------------------------------------------- 

Input image Object Texture 

   

   

Decompositiong by PDE 

Object Texture 

Segmentation 

Color and vein Shape Texture 

Feature extraction 

Classification 
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Table 2: Segmentation results with and without EDP decomposition 

  Segmentation 

  ------------------------------------------------------------------------ 

Input image Ground of truth On input image On object component 

    

    

 

B. Segmentation 

Segmenting an image consists of partitioning it into 

several homogeneous parts with similar properties. 

These partitions will be used later on in the analysis 

and interpretation. In this phase, we will segment the 

object image using the K-means clustering technique 

(Chilvers, 2013). The choice of the K-means algorithm 

when knowing that there are several segmentation 

algorithms in literature is based on several studies 

(Borra et al., 2019).  

In our proposed approach and to improve the 

segmentation result we will apply the K-means 

algorithm on the object component obtained after 

decomposing the input image by the EDP. The object 

component contains only the shape of the objects 

without textures or noises. 

A segmentation example using the K-means 

algorithm based on the original image and object 

component is presented in Table 2.  

As you see, the images of the leaves contain a lot of 

textures which gave a bad segmentation. This is why 

segmenting the object component instead of the input 

image gives the best segmentation mask. This can help 

us in identifying correctly the leaf for the features 

extraction phase and will improve significantly the 

classification accuracy. 

C. Features Extraction  

To get the most relevant information from our 

segments; it is obligatory to apply the feature extraction 

task. In-plant analysis, generally they are four basic 

features that are commonly used: Color, Texture, shape 

and Vein. 

a. Color Features  

The color-based features are most widely used 

primitive to represent correctly the infected region in the 

leaves image. Color features can be acquired by diverse 

methods like color histogram (Bhagat and Atique, 2012), 

color structure descriptor, color moments (Albregtsen, 

2008). Color histogram can describe well the leaves 

color characteristics because it can represent the 

distribution of the color in the leaves image. So we 

extract color features from only leaf region obtained by 

projection of the segmentation mask on the input image. 

We specified collections of color features. In the first 

collection, we calculated the standard deviation (σ) and 

mean (μ) of the intensity of each RGB canal, leaf 

kurtosis and leaf skewness. So, we will have 12 color 

features. The values of Mean (µ), kurtosis (σ), skewness 

(θ) and standard deviation (ỿ) are calculated as follows: 

 

 

 

 

1 1

2

1 1

3

1 1
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 
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where, M and N are the image size and pij is the intensity. 

b. Textural Features 

Textural features will be extracted from only the leaf 

texture obtained by projection of the segmentation mask 

on the texture component obtained by the EDP. Six 

measures are used in our proposed approach to 

characterize textural information. Those measures will 

be extracted from the famous Gray Level Co-occurrence 

Matrix (GLCM) method proposed by the (Syahputra, 

2014; Zaletel et al., 2016); Angular Second Moment 

(ASM) that measures the uniformity of texture in the 

leaf, leaf Contrast, Inverse Different Moment (IDM) that 

measures the homogeneity of texture, the Entropy to 

measure the non-homogeneity of leaf texture and the 

Correlation that measures the degree of linear dependency 

on the leaf. The six measures are given as follows: 
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c. Shape Features 

Shape features also considered as an important index 

in plant leaf and there are many techniques to extract the 

leaf shape features (Munisami et al., 2015; Wu et al., 

2007), but in this study, we utilize the morphological 

features in (Aptoula and Yanikoglu, 2013), which is a 

common shape features used in the literature. To 

identify the global and local information of the leaf, ten 

shape features are extracted from the segmented leaf. 

These features are defined as; the leaf area, the leaf 

width, the leaf height, the leaf perimeter, the extent, the 

solidity, roundness, aspect ratio and major and minor 

axis which calculate respectively the longest and 

shortest distance between two points on the border of 

the leaf. All these shape features were used in 

classification are described as follows: 

 

 Area: The value of leaf area is the actual number of 

pixels in the region: 

 The leaf width is calculated based on the sum 

of the number of pixels for the widest region 

of the leaf 

 The leaf height is calculated based on the sum 

of the number of pixels for the highest region 

of the leaf 

 Perimeter: Perimeter of a leaf is the summation of 

the distances between each adjoining pair of pixels 

around the border of the leaf 

 Aspect ratio: Is another feature sometime called 

slimness is defined as follow:  

 

1

2

L
slimness

L
  

 

where, L1 is the width of a leaf and L2 is the length 

of a leaf. 

 Major axis: The line segment connecting the base 

and the tip of the leaf is the major axis 

 Minor axis: The maximum width, which is 

perpendicular to the major axis, is the minor axis 

of a leaf 

 Extent: The extent of a leaf specifies the ratio of 

pixels in the region to pixels in the smallest 

rectangle containing the region 

 

Solidity is measured as an area convex hull where the 

convex hull bounds the leaf shape as a polygon. Leaves 

with a large discrepancy between area and convex hull 

can be distinguished from leaves lacking such features 

using solidity. 

Roundness is a ratio of area to the perimeter (true 

perimeter, excluding holes in the middle of the object) 

measured as:  

 

2

4 A
Roundness

P


  

 

where, A is the area of leaf image and P is the perimeter 

of leaf contour. 

d. Vein Features 

Vein contains significant information despite its 

complex modality. Mishra and Pandey (2020) presents 

four features that are extracted from vein of the 

segmented leaf. The vein of leaf is constructed using 

the opening morphological operation. The structuring 

element used in the opening procedure is disk-shaped 

using respectively 1, 2, 3 and 4 radiuses which will 

give us 4 vein structures. The 4 extracted features are 

given as follows: 

 

i
i

A
V

A
  

 

where, i = 1 to 4 and Ai is the number of pixels contained 

in the vein obtained by the opening morphological 

operation using a structuring element of radius equal to i. 

D. Fusion of Features 

In terms of feature fusion methods search, we find 

many feature fusion techniques have been developed like 

CCA (Sun et al., 2005) and discriminant correlation 

analysis (Haghighat et al., 2016) but here we adopt a 

simple concatenation method that merges all extracted 

features horizontally in only one vector per image. After 

the extraction of four types of features counting color, 

shape, texture and vein. The codebook is built by these 

features using an easy horizontal concatenation-based 

fusion method. So we should check the range of features 

if they were not from the same numerical range (varied), 
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they should be normalized by using the normalization 

technique to transform the feature vector into a common 

domain before concatenating them. In the absence of 

normalization features with large values have a stronger 

influence on the cost function in designing the classifier 

(Theodoridis et al., 2010). Since we have a limited 

number of characteristics we have opted for merging 

these features using a direct concatenation by 

minimizing the correlation between them and omitting 

the interclass variations. Hence, the feature codebook is 

optimized by a new feature selection method.  

E. Features Selection  

Missing and noisy features in our process will 

degrade the performance of classification. Starting from 

the fact that all extracted features are not relevant and 

cannot correctly represent the leaves images, feature 

selection is a fundamental step in our process. The 

presence of features in our dataset increases the volume 

of our data. As a result, using this step we will describe 

well our features by removing redundant and irrelevant 

features to first achieve higher classification accuracy 

and second speed up the classification time. In the recent 

study (Duda et al., 2001; Yin et al., 2018). Many 

researchers have studied the approaches of feature 

selection and the improvement of the classification 

accuracy using Relief approach (Kira and Rendell, 

1992). We start by a brief review of relief algorithm: 

 

    
1

, 1
N

l

n n
n

D x y C


    

 

Let D be a training dataset, where xn is the n-th data 

sample and yn is its equivalent class label. The principal 

idea of relief is to iteratively approximate feature 

weights according to their capability to discriminate 

between neighboring patterns. In each iteration, a pattern 

x is randomly selected and then two nearest neighbors of 

x are found, one from the same class (termed the nearest 

hit or NH) and the other from the opposite class (termed 

the nearest miss or NM). The weight of the i-th feature is 

then updated as: 

 

   ( ) ( ) ( ) ( ) ,  1 .i i i i

i iw w x NM x x NH x for i I        

 

They were found that the RelieF algorithm (Li et al., 

2011) is considered one of the most successful ones due 

to its easiness and effectiveness to detect the restrictive 

reliance between used features. This algorithm deals 

with multi-class and performed better. The feature 

weight of the instances is updated after the random 

selection of instances. Since this algorithm selects the 

instances in the random, the uncertainty in the feature 

weight is recorded iteration by iteration to get a suitable 

feature weight from the feature set.  

Table 3: Selected features by RelieF 

Selected features  Sub features 

Shape Aspect ratio 

 Perimeter 

 Extent 

 Roundness 

 Solidity 

Color variance of Red, Green and Blue, skewness 

Texture Contrast 

 Correlation 

 Homogeneity 

 
So Table 3 presents the selected features obtained by 

the RelieF algorithm. 

F. Classification 

Finally, in the last phase, the selected features are 
stored in the feature dataset and are passed through SVM 
classifier. The SVM classification algorithm is chosen for 
our implementation even though there is a multitude of 
classification algorithms based on studies we have 
conducted that have shown that SVM is well suited for 
tree leaf classification (Filali et al., 2018). The objective 
of classification in our case is to be able to design a very 
powerful classification model to correctly predict the 
class of a new image containing a tree leaf between the 
18 present classes. Thus, in our case, it is a supervised 
classification where we have a labeled base that will be 
used for learning and another base for validation and 
evaluation of the classification model. Technically, we 
use multi-class classification algorithms to couple labeled 
input data with correct outputs (predictions).  

Experimental Results  

A. Dataset  

In this study and to validate our proposed approach 

we will use the popular dataset called Plant Village 

(PV) Dataset. This dataset is one the most used for the 

evaluation of plant disease classification algorithms it 

contains 6215 images classified into 15 subsets    

(Shin et al., 2016). It contains healthy and infected 

leaves with diseases. Some diseases such as Potato Late 

blight can only be found in Potato and tomato and 

respectively. The dataset is provided by the Ground of 

Truth (GT) that will help us to evaluate our segmentation 

proposed approach. Table 4 presents a detailed 

description of the used dataset and also the abbreviation 

of each class used in the next subsections. 
Since we have only one labeled dataset, to design, 

validate and evaluate our classification model. Note that, 
the data comes with predefined training and validation 
subsets. In our work, we use the configuration as the one 
that gives the best performances in the research 
(Mohanty et al., 2016), where 80% of the data is for the 
training and the remaining 20% for validation. Fig. 3 
gives examples of each class. 
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Table 4: Description of PV dataset 

Class name Abbreviation Number of images 

Pepper bell healthy PBH 745 

Pepper bell Bacterial spot PBB 802 

Potato Early blight PEB 431 

Potato healthy PH 152 

Potato Late blight  PLB 224 

Tomato Target Spot  TTS 336 

Tomato Tomato mosaic virus TTMV 373 

Tomato Tomato YellowLeaf Curl Virus TTYLCV 306 

Tomato Bacterial spot TBS 593 

Tomato Early blight TEB 283 

Tomato healthy TH 292 

Tomato Late blight TLB 233 

Tomato Leaf Mold TLM 504 

Tomato Septoria leaf spot TSLP 346 

Tomato Spider mites Two spotted spider mite TSMTSSm 303 

 

 
 

Fig. 3: Plant healthy and diseases of each class from the Plant Village dataset 

 

B. Performance Measures 

To evaluate the segmentation and classification 

phase, we will use three measures; Sensitivity or 

precision (the True Positive Rate), Specificity or recall 

(True Negative Rate) and accuracy. In our case, as we 

are working on a multiclass context, the Specificity and 

Specificity average over all classes is calculated by the 

macro-mean. It calculates first the Specificity and 

Sensitivity over each class and then calculates the 

average over all the classes as defined below: 
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where: 

PBH PBB PEB TEB TLB 

PH PLB TTS TTMV TTYLCV 

TH TSMTSSm TSLP TLM TBS 
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where, n is the number of classes, i the current class. TP 

is the True Positives, FP is the False Positives, FP is the 

False Positives, FN is the False Negatives. 

C. Segmentation  

Segmentation in our proposed approach is done on 

the object component obtained after decomposing the 

input image with the EDP. Table 5 presents the 

segmentation results of images that were selected 

randomly from the dataset. 

Table 5 presents sensitivity and specificity values of 

the segmentation of all the images in the dataset: On 

images without preprocessing and on the object 

component after decomposition by EDP. 

From values in Table 5 we can conclude that the 

preprocessing by the EDP decomposition allowed us to 

significantly improve the segmentation results. As you 

see we have considerable changes were applied 

decomposition-based PDE in Sensitivity/Specificity. So 

this step helps us to identify correctly the leaf we will 

extract relevant features and then have a good 

classification rate. 

D. Classification 

For the classification evaluation, the dataset has been 

divided into a training dataset and test dataset 

respectively as mentioned at the beginning of the results 

section. We note that 80% for training and 20% for 

validation. Both datasets are labeled. The classification 

model is created on the training dataset and serialized 

and used after that in a cross-validation process on the 

images in the test dataset. The accuracy and the 

confusion matrix will be used to evaluate our proposed 

classification model.  

The Features Selection (FS) comparison study is first 

elaborated to keep only the most relevant extracted features.  

From values in Table 6, the features selection process 

permits us to significantly improve the classification 

accuracy and to reduce the number of features used by 

selecting only 12 relevant features from 34 initial ones.  

The confusion matrix is also used to evaluate our 

proposed approach. 

The confusion matrix helps us to know exactly 

each of the classes have been wrongly classified and 

to improve more in the future the proposed 

classification model. From Table 7 we can see that the 

worst classifications have resulted for the Tomato 

Healthy (TH) class when it was misclassified 

especially as Potato Early Blight (PEB) and Tomato 

Bacterial Spot (TBS). This is due to that visually their 

leaves are very similar. 

To situate the effectiveness of our proposed 

approach in comparison with the most relevant 

classification approach proposed in the literature, 

Table 8 presents a classification accuracy comparative 

study where our proposed approach is compared with 

Deep Learning-based approaches for plant diseases. 

Concerning these approaches (Sladojevic et al., 2016; 

Tulshan and Raul, 2019; Sibiya and Sumbwanyambe, 

2019) are presenting before in related work section.   

 
Table 5: Segmentation sensitivity and specificity with and 

without PDE 

 Segmentation 

 ----------------------------------------- 

 Without PDE Using PDE 

Sensitivity 75.25 98.20 

Specificity 78.00 97.90 

 
Table 6: Results of classification with and without features 

selection 

 Without FS RelieF 

Number of features 34.0 12.0 

Accuracy (%) 82.1 95.9 

 
Table 7: The confusion matrix using the Relief algorithm with SVM  

 PBH PBB PEB PH PLB TTS TTMV TTYLCV TBS TEB TH TLB TLM TSLP TSMTSSm 

PBH 720 0 0 0 0 0 0 0 0 0 25 0 0 0 0 
PBB 0 759 0 0 0 0 0 0 0 0 43 0 0 0 0 

PEB 0 0 337 0 0 0 0 0 0 0 94 0 0 0 0 
PH 0 0 0 152 0 0 0 0 0 0 0 0 0 0 0 

PLB 0 0 0 0 215 0 0 0 0 0 9 0 0 0 0 

TTS 0 1 0 0 0 320 0 0 0 0 15 0 0 0 0 
TTMV 0 0 0 0 0 0 364 0 0 0 9 0 0 0 0 

TTYLCV 0 0 0 0 0 0 0 287 0 0 19 0 0 0 0 

TBS 0 0 0 0 0 0 0 0 569 0 24 0 0 0 0 
TEB 0 0 0 0 0 0 0 0 0 268 15 0 0 0 0 

TH 0 0 0 0 0 0 0 0 0 0 584 0 0 0 0 

TLB 0 0 0 0 0 0 0 0 0 0 12 221 0 0 0 
TLM 0 0 0 0 0 0 0 0 0 0 10 0 494 0 0 

TSLP 0 0 0 0 0 0 0 0 0 0 3 0 0 343 0 

TSMTSSm 0 0 0 0 0 0 0 0 0 0 4 0 0 0 299 
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Table 8: A comparison of the results of the classification of the approaches we propose with recent approaches 

 Sladojevic et al. Tulshan and Sibiya and 

 (2016) Raul (2019) Sumbwanyambe (2019) Proposed approach 

Accuracy (%) 94.60 95.81 93.45 95.90 

 

Although our approach is based on machine learning 

using handcrafted features, the classification accuracy 

obtained exceeds recent approaches based on Deep 

Learning. This is due firstly to the use of PDE which 

allowed us to identify correctly the leaves and secondly 

to the use of the relevant extracted and selected features. 

Conclusion 

In this study, a powerful detection and classification 

approach for plant diseases is proposed and applied to 

plant village dataset. The main objective of this research 

work is to propose a suitable pretreatment, proper feature 

extraction and feature selection methods for improving 

the accuracy of classification for plant diseases. In this 

study, the use of PDE-based TV-L1 model allows us to 

isolate the object from the texture which makes the 

segmentation step more reliable. As a result, we have 

two components, the first one contains the geometric 

part and the second is the texture. Then texture, color 

and geometric features are combined in a feature vector 

using the codebook method. Furthermore, the optimal 

features are selected by RelieF feature selection method; 

the most dominant discriminative features are passed to 

Support Vector Machine for the last step to classify an 

input plant image into diseased or not. From the 

experimental results, the proposed method achieves 

95.90% of accuracy, but the existing methods obtained a 

limited accuracy of 93.45% on the Plant Village dataset. 

In future research, we would like to reduce the time of 

the pretreatment from PDE based TV-L1 into our 

approach to improve the accuracy of classification 
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