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Abstract: The Optic Disc (OD) is an important anatomical landmark in the fundus image to diagnose a myriad of diseases, such as glaucoma and Diabetic Retinopathy (DR) and to locate structures such as the macula and the main vascular arcade. However, locating and segmenting the OD are not easy tasks. Previous methods have employed a deep Convolutional Neural Network (CNN) without any need for hand-crafted features. Among these methods, RetinaNet has recently attracted attention as a simple one-stage object detector that performs quickly and efficiently while achieving state-of-the-art results. RetinaNet has proven its efficiency in multiple conventional object detection tasks with a larger training set that contains a sufficient number of diverse cases which are beyond reach in medical tasks. Thus, we propose an OD segmentation model from fundus images based on RetinaNet extension with DenseNet that addresses the vanishing gradient problem, enhances feature propagation, performs deep supervision, strengthens feature reuse and reduces the number of parameters. The experimental results using three publicly available databases show the efficacy of deep object detection network and the dense connectivity when applied to fundus images, which is a promising step in providing a segmentation to detect patients in the early stages of the disease.
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Introduction

In fundus images, the Optic Disc (OD) is characterized by the bright, yellow and approximately elliptic area where the vessels are thick and dense (Sopharak et al., 2008). An accurate OD localization and segmentation is an important step in diagnosing a variety of retinal diseases, such as glaucoma and optic disc pit and to check for any neovascularization at the optic disc as this is a manifestation of diabetic retinopathy (Jonas et al., 1988; Joshi et al., 2011). The OD is also used to locate other structures such as the fovea and the blood vessels, as shown in Fig. 1. In a healthy retina, the OD has clear and well-defined edges, while blurry and elevated in pathological one as presented in Fig. 2. The majority of the recent studies have addressed this challenging task by using the traditional segmentation techniques. However, reliable results are difficult to achieve using such methods, especially in relation to illness. As an alternative, machine learning-based approaches using Convolutional Neural Networks (CNNs) have been presented.

CNNs have achieved the highest performance for many medical image segmentation tasks. The standard CNN framework begins by applying pre-trained networks to large datasets as feature extractors, followed by a classifier to detect the object (Asiri et al., 2019). However, these methods use a CNN as a component with other pre-processing and classification steps. Thus, it is a slow-speed model which prevents it from being used in real-time systems and, in addition, its architecture is too complicated, so it could not be learned as a whole. To eliminate these shortcomings, end-to-end object detectors were proposed, combining separate stages of previous work into one CNN and converging this task with the regression problem, which enables this network to be learned as a whole from beginning to end.

For object detectors, two methodologies can be applied to generate object predictions. The first is known as the two-stage object detector, where the detection is performed in two stages. First, a regional proposal network is applied to subtract the objects from the background regardless of their classes, followed by bounding-box regression to process the extracted regions.
RetinaNet is restricted by the availability of large annotated training sets which is beyond reach in medical tasks. With small training set, the model suffers from the problem of vanishing gradients where the gradients of the loss function approach zero, making the network hard to train (Glorot and Bengio, 2010). An alternative solution, the DenseNet (Huang et al., 2017) was presented with a dense block that performs an iterative concatenation of all previous feature maps. This facilitates the reuse of computation and improves gradient flow, leading to improved accuracy and easier training of deep network.

Inspired by the promising results achieved using the DenseNet (Huang et al., 2017) in many biomedical segmentation problems and the RetinaNet (Lin et al., 2017b) in object detection tasks, this paper presented the DestinaNet that extended the RetinaNet with dense blocks to automatically detect OD in fundus images. Using both models help to facilitate the reuse of computation and improves gradient flow, leading to improved accuracy and easier training of deep networks. The presented model efficiently segments the OD from a retinal fundus image in a simple one-stage, end-to-end manner based on the deep object detection architectures. Unlike most of the previous studies in this field, the model uses a whole image as an input and outputs a segmentation result as a final result without any pre- or post-processing steps to finalize the optic disc area. The remainder of this paper is organized as follows: The proposed framework is introduced in section 2, datasets, experimental set-ups and results are presented in section 3, we discuss our results in section 4 and conclude the paper in section 5.

**Methods**

The proposed method comprises two parts: OD localization and OD segmentation. Fig. 3 shows the flowchart for the proposed method.

**DestinaNet Architecture**

RetinaNet (Lin et al., 2017b) is a one-stage object detector that outperforms the state-of-the-art methods in both accuracy and running time. It advances the other one-stage object detectors by utilizing a simple and efficient novel loss function that enables the detector to focus more on difficult samples. This loss function, called focal loss, updates the standard cross entropy loss to over-weight the losses from harder classes over easier classes. This addresses the class imbalance problem that causes the performances of one-stage detectors to fail against the two-stage detectors.
The model consists of a backbone network and two subnetworks. The backbone network employs the ResNet (He et al., 2016) to compute the convolutional feature maps from the input image. Using the output from the backbone network, the first subnetwork is an object classification while the second is a convolutional bounding-box regression. RetinaNet’s architecture is simpler than those of the two-stage object detectors that contain separate networks for classification and regression. However, with small datasets it is easy to encounter the vanishing gradient problem. Thus, we employ the DenseNet (Huang et al., 2017) as the backbone network which solves this problem leading to better performance. The architecture of DetinaNet is presented in Fig. 3 and each component is described below.

**Backbone Network**

The architecture of the FPN (Lin et al., 2017a) was adopted to develop the backbone network on top of the DenseNet-121 (Huang et al., 2017). In the Retina, the output of the lth layer is calculated by a non-linear activation function as:

\[ x_i = H\left(\left[ x_{i-1} + x_{i-2} \right]\right) \quad (1) \]

where, \( x_i \) is the output of \( l \)th layer, \( x_{i-1} \) is the output of \((l-1)\)th layer, \( x_{i-2} \) is the output of \((l-2)\)th layer and \( H \) is defined as the summation of the two preceding feature maps followed by Rectified Linear Unit (ReLU). While, the DenseNet (Huang et al., 2017) contains dense blocks that use all the preceding feature maps in its output as:

\[ x_i = H\left(\left[ x_{i-1}, x_{i-2}, \ldots, x_1, x_0 \right]\right) \quad (2) \]

where, \([ \ldots ]\) represents the concatenation operation and \( H \) is defined as a function of three consecutive operations: Batch Normalization (BN), followed by a Rectified Linear Unit (ReLU) and a 3x3 convolution (conv). The FPN constructs a multi-scale convolutional feature pyramid by combining the standard convolutional network using a top-down architecture and lateral connections (Fig. 3a and 3b).

The developed pyramid consists of 5 levels from \( P3 \) to \( P7 \) computed using the output of the corresponding dense blocks \( C3 \) to \( C5 \). Each level of the pyramid detects an object with a different scale.

**Anchor**

At each level of the pyramid, \( A = 9 \) translation-invariant anchors were used. Each anchor was associated with two vectors. The first one is a \( K \) length vector of classification targets, where \( K \) represents the number of classes. Meanwhile, the second vector is a 4-dimensional vector of box regression targets. For the assignment of the anchors to the object boxes, the same procedure from the Region Proposal Network (RPN) of Faster R-CNN (Ren et al., 2015) was adopted.

**Class Subnet**

Each level of the FPN is connected with a Fully Convolutional Network (FCN) to compute the probability of object presence at each spatial position of each anchor and each object class. Given a feature map with 256 channels from one pyramid level, the class subnet utilizes four 3x3 convolution layers with 256 filters each and ReLU activation and another 3x3 convolution layer with \( A \times K \) filters. Finally, the binary predictions are produced using a sigmoid activation function (Fig. 3c).
Box Subnet

Similar to the structure of the class subnet, the box subnet is defined for each pyramid level to compute regressions of the existing offset between each anchor box and its neighboring ground-truth box and to generate 4×A linear outputs for each spatial location, as shown in Fig. 3d.

Focal Loss

The goal of the Focal Loss (FL) is to focus on the gap between classes that represents the foreground and background during the training of the one-stage object detectors. Given the ground-truth class \( y \in \{±1\} \) and the model’s prediction \( p \in [0, 1] \) for the class with label \( y = 1 \) as:

\[
p_i = \begin{cases} 
p, & \text{if } y = 1 \\ 
1 - p, & \text{otherwise} 
\end{cases}
\]

(3)

The focal loss function extended the Cross Entropy (CE) loss function as:

\[
CE(p_i) = -\log(p_i)
\]

(4)

One of the CE loss function properties is that there is a loss value for all the samples including the ones which are easy to classify, which would be successful when the training dataset is balanced (Lin et al., 2017b). However, the RetinaNet model explicitly produces more negative samples from the background to be trained and to be more able to distinguish actual objects and the background. Therefore, the CE loss function is unsuitable for the one-stage detectors.

In the one-stage methods, the loss is computed using all produced samples and actual objects, which might output a larger value for the easily classified samples of background than for the more difficult classified samples of the objects (Lin et al., 2017b). This means that the majority of the loss value is caused by the easy common samples for the background, which are less significant.

To overcome this issue, the focal loss function introduces a modulating factor \( \alpha (1-p_i)^\gamma \) into the CE loss function, as follows:

\[
FL(p_i) = -\alpha (1-p_i)^\gamma \log(p_i)
\]

(5)

where, \( \alpha \) is the weight factor defined according to the class and \( \gamma \) is the modulating factor. Adding this modulating factor allows the one-stage object detectors to calculate the loss with more concentration on the samples that receive less loss.

Training and Inference Procedure

RetinaNet was developed as an object detector which needed to be classified into one of 80 object classes following the task of the COCO challenge (Lin et al., 2014). However, the DetinaNet for OD detection task classified the ROI into one of only two binary classes: OD and background. Thus, the number of the classes \( k \) used by the class subnet is a set of two – that is \( k = 2 \). The backbone network is chosen to be the DenseNet-121 (He et al., 2016) which has a depth of 121.

In our model, the data augmentation is used to artificially expand the training samples and prevent overfitting with respect for obvious invariances for the detection task at hand (e.g., flipping an image should not affect the existence of the disease) (Pratt et al., 2016). Four types of data augmentation were employed: Vertical shift, which randomly shifts the images up and down using the nearest pixel to fill the blank; horizontal shift, which randomly shifts the images left and right using the nearest pixel to fill the blank; horizontal flip, which randomly flips the image horizontally; and random zoom-in of the image.

These affine transformations are the most effective when applied to fundus images since they do not affect the signs of the disease in the image (Chen et al., 2015). In addition, they help the model to have a better understanding of the input image since it views the images in many transformed views including scaling. All the images, including the augmented data, are used as an input to our OD detector for a single inference.

Segmentation Generation

The DetinaNet model predicts a score per bounding box in the input image. In the non-medical image processing, the Non-Maximum Suppression (NMS) (Rosenfeld and Kak, 1982) is an integral part of the object detection pipeline to reduce redundancy by finding the local maxima in an image. Since the OD detection task from the retinal fundus image will produce one and only one object, NMS is not employed and the model will produce the bounding box with the highest confidence score.

In order to generate a more accurate OD boundary from the bounding box, the following points were considered. Firstly, the structure of the OD has a bright, yellow and elliptical region in the color fundus images; thus, an ellipse shape can be used to approximate the shape of the OD. Secondly, the generated bounding box used parameters including width, height and central point coordinates, which are exactly the same as the ones needed for the vertical ellipse. Therefore, the vertical ellipse around the OD boundary is simply redrawn from the predicted bounding box without any post-processing steps.

Experiments and Results

The proposed method is evaluated on three public eye fundus datasets with both healthy and pathological images. These datasets were released for OD segmentation evaluation and thus all the images have ground-truth for OD segmentation. The datasets include:
- Messidor image dataset (Decenciere et al., 2014), which consists of 1, 200 fundus images acquired with 45° Field-Of-View (FOV). The images are 1440×960, 2240×1488 or 2304×1536 pixels in size and 8 bits per color plane. The OD boundary was manually delimited by two experts and used as a gold standard for the evaluation.

- Drishti-GS dataset (Sivaswamy et al., 2014), which consists of a total of 101 images centered on the OD with a FOV of 30° and 2896×1944 pixels in size and PNG uncompressed image format. The OD boundaries were annotated using four experts.

- DRIONS-DB (Carmona et al., 2008) consists of 110 colour digital retinal images, with 600×400 pixels in size and 8 bits per color plane. The OD boundaries were annotated by two experts using a software tool provided for image annotation.

**Evaluation Criteria**

The performance metrics used to evaluate the proposed OD segmentation model are chosen to target the area of overlap between the ground-truth segmented OD (G) and the automated segmented OD (S) and the distance in pixels between them, as illustrated in Fig. 4. Given a test image, the following values are calculated: The True Positive (TP) is the correctly detected region of OD by the automated algorithm, the False Positive (FP) is the incorrectly detected region of OD by the automated algorithm, the False Negative (FN) is the region of the ground-truth OD missed by the automated segmentation and finally the True Negative (TN) is the region within the retinal region that is not the OD. After that, the performance metrics to evaluate the effectiveness of the proposed OD segmentation model are calculated as follows:

- Sensitivity (SEN) which is the portion of the ground-truth OD area detected by the automated algorithm, where the higher value means better segmentation. It is calculated as:
  \[
  SEN = \frac{TP}{TP + FN}
  \] (6)

- Accuracy (Acc), which is the ratio of truly identified pixels to the total number of pixels in the retinal region, where the higher value means better segmentation. It is calculated as:
  \[
  Acc = \frac{TP + TN}{TP + TN + FP + FN}
  \] (7)

- Intersection-over-Union (IoU), which is the portion of overlapping region between the ground-truth and automated segmented OD, where the higher value means better segmentation. It is calculated as:
  \[
  IoU = \frac{G \cap S}{G \cup S}
  \] (8)

Moreover, a tradeoff between the true positive rate and false positive rate, producing ROC (Swets, 1988) curves with AUC, is also used to compare the performances of both RetinaNet and DetinaNet.

**Experiment Set-Up**

We used a NVIDIA GTX980M 8GB GPU card with a 1536 CUDA parallel-processing core for implementation. The model was developed using the open source framework TensorFlow (Abadi et al., 2016).

---

**Fig. 4:** The performance metrics used to evaluate the proposed OD segmentation model.
Our whole framework was implemented with Python based on Keras API (Chollet, 2015) with Tensorflow backend. For data augmentation, a range between [-20, 20] was used for vertical and horizontal shift and a range between [0, 0.5] was used for the zoom-in. For each dataset, the classifier was trained in a 5-fold cross-validation using 80% and evaluated on 20% of the images with batch size 20 using the Adam optimizer (Kingma and Ba, 2014) at a small learning rate of 0.001. The values for focal loss parameters in Equation 4 are set similarly to Lin et al. (2017b), i.e., $\alpha = 0.25$ and the $\gamma = 2$.

**Results**

Fig. 5 presents the ROC curves calculated using our DetinaNet and the RetinaNet (Lin et al., 2017b). Comparing these curves, it is clear that the DetinaNet outperform the RetinaNet by fusing the advantages of both densely connected and end-to-end object detector. The dense connectivity mitigates the problem of overfitting in such small dataset and encourages the model to learn a more discriminative set of features. As shown, our DetinaNet model achieved $FPR = 0.2$ per image at a 80% TPR detection rate and $FPR = 0.4$ per image at an 90% TPR detection rate. While at the same $FPR = 0.2$ per image, RetinaNet (Lin et al., 2017b) achieved only 60% TPR.

The comparison between the proposed OD boundary segmentation algorithm and the related methods is presented in Table 1. The results show that the proposed model outperformed the state-of-the-art OD segmentation models in all three datasets. Unlike the existing work, the presented model is simple to extend to different applications since it does not require pre-processing steps, hand-crafted features or an extensive parameter for tuning. The existing methods based on traditional segmentation techniques such as morphological operations (Marin et al., 2015; Roychowdhrty et al., 2016), Sliding Band Filters (SBF) Dashtbozorg et al. (2015) and a variational model (Dai et al., 2017) achieved lower results than the other studies which are based on deep learning techniques. This is because these methods are based on the shape and color features of the bright area around OD, which do not work well on patients with uncommon and damaged structure.

Examples of the OD segmentation performance using the presented method on the images for DR and glaucoma patients from the Messidor datasets are shown in Fig. 6. The ground-truth annotations are represented in green boundaries and the automated predictions in blue boundaries. Fig. 6a to 6c show successful examples with a low number of false positives. Accurate OD boundaries were detected at the exact position of the annotated area. However, Fig. 6d to 6f show fail images that have an excessive number of false positives. The shape of the OD in Fig. 6d is expanded and with an uncommon and un-round shape due to the glaucoma disease. Bright spots which look similar to the OD are also misidentified as the OD in Fig. 6e and 6f. Images of the patients who have severe DRS are likely to have this type of error. An insufficient number of abnormal ODS in the dataset is a limitation of our OD detection model.

<table>
<thead>
<tr>
<th>Method</th>
<th>Accuracy</th>
<th>Sensitivity</th>
<th>IoU</th>
</tr>
</thead>
<tbody>
<tr>
<td>Messidor Decenciere et al. (2014)</td>
<td>99.6</td>
<td>0.98</td>
<td>0.95</td>
</tr>
<tr>
<td>Our Work</td>
<td>99.7</td>
<td>0.94</td>
<td>0.92</td>
</tr>
<tr>
<td>Xu et al. (2017)</td>
<td>99.43</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Alghamdi et al. (2016)</td>
<td>99.20</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Niu et al. (2017)</td>
<td>98.75</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Kim et al. (2019)</td>
<td></td>
<td>0.97</td>
<td>0.94</td>
</tr>
<tr>
<td>Marin et al. (2015)</td>
<td></td>
<td>0.92</td>
<td>0.87</td>
</tr>
<tr>
<td>Roychowdhrty et al. (2016)</td>
<td></td>
<td>0.92</td>
<td>0.84</td>
</tr>
<tr>
<td>Dai et al. (2017)</td>
<td></td>
<td></td>
<td>0.91</td>
</tr>
<tr>
<td>Dashtbozorg et al. (2015)</td>
<td></td>
<td></td>
<td>0.89</td>
</tr>
<tr>
<td>Teresa et al. Araujo et al. (2018)</td>
<td></td>
<td></td>
<td>0.88</td>
</tr>
<tr>
<td>Drishiti-GS Sivaswamy et al. (2014)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Our Work</td>
<td>99.8</td>
<td>0.94</td>
<td>0.92</td>
</tr>
<tr>
<td>Al-Bander et al. (2018)</td>
<td>99.6</td>
<td>0.92</td>
<td>0.90</td>
</tr>
<tr>
<td>Zilly et al. (2017)</td>
<td></td>
<td></td>
<td>0.91</td>
</tr>
<tr>
<td>Sevastopolsky (2017)</td>
<td></td>
<td></td>
<td>0.75</td>
</tr>
<tr>
<td>DRIONS-DB Carmona et al. (2008)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>OurWork</td>
<td>99.7</td>
<td>0.93</td>
<td>0.91</td>
</tr>
<tr>
<td>Al-Bander et al. (2018)</td>
<td>99.6</td>
<td>0.92</td>
<td>0.89</td>
</tr>
<tr>
<td>Sevastopolsky (2017)</td>
<td></td>
<td></td>
<td>0.89</td>
</tr>
</tbody>
</table>
Fig. 5: Evaluating the DetinaNet model performance for OD segmentation in terms of ROC curves

![ROC curves for DetinaNet and RetinaNet](image)

Fig. 6: Examples of the OD segmentation performance using the presented method on the images for DR and glaucoma patients from the Messidor datasets: (a,b,c) are samples of best results, (d,e,f) are samples from the worst ones. The green boundaries represent the ground-truth while the blue boundaries represent the automated predictions by DetinaNet

**Discussion**

We proposed DetinaNet as an OD detection and segmentation model based on RetinaNet, which is the current state-of-the-art region-based deep learning object detector. It efficiently segments the OD from a retinal fundus image in a simple one-stage, end-to-end manner based on the deep object detection architectures. The model was evaluated on three public eye fundus datasets, including Messidor, Drishti-GS and DRIONS-DB and as demonstrated above it outperforms the stat-of-the-art results with considerable margins. Experiments on three
datasets with reasonable diversity demonstrates that the presented model is invariant to variations such as population, camera, operators, disease and image. Among these datasets the presented model achieves the best results on the Messidor dataset. This is due to the availability of a large number of annotated images in this dataset, compared with the other two, which helps to improve the performance of the model.

As presented in Table 1, the presented model achieves a high sensitivity values comparable with that of the recent U-Net-based OD detection models (Zilly et al., 2017; Al-Bander et al., 2018; Kim et al., 2019), because our method is a simple end-to-end one-stage object detector. In addition, these models have depended on pre-processing steps to extract the OD-centered region under the assumptions that the algorithm can accurately detect the ROI (Al-Bander et al., 2018; Kim et al., 2019), or detect the OD and the OC separately Zilly et al. (2017). It also achieves an overwhelmingly higher sensitivity compared with the conventional models with deep learning-based techniques (Srivastava et al., 2015; Niu et al., 2017; Alghamdi et al., 2016; Xu et al., 2017). This type of method works better in image classification tasks, which require learning the deepest features of the scene, than in object detection tasks. Compared with the other object detector-based models such as YOLOv2 Araujo et al. (2018) and RCNN Zhang et al. (2018), we also performed better thanks to the dense connections that addresses the problem of limited size training sample. This is an extremely promising outcome for the deployment of such model in clinical environments and its uses in assessing the early detection of diseases.

**Conclusion**

In this study, the task of OD segmentation was presented as an object detection task and thus a DetinaNet was presented to segment the OD from retinal fundus images. The model was developed based on promising results achieved by the RetinaNet and the DenseNet in many object detection problems. Combining both models facilitates the reuse of computation through dense connections and improves gradient flow. Experimental results using three different publicly available datasets with reasonable diversity show the effectiveness of the presented method which outperforms existing methods and achieves state-of-the-art OD segmentation accuracy. In the future, investigating other deep object detectors will be considered as well as extending the application to optic cup segmentation.
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