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Abstract: The need for speed and quality in delivering all software 

engineering artifacts has inevitably remained the biggest challenge in 

today’s software development environment. While everyone caters to 

complex software engineering processes, new releases are expected by the 

market on almost a daily basis. Thus, several Artificial Intelligence (AI) 

techniques have been introduced that are intensively used in the modern 

software engineering industry to fulfill market needs. This paper presents 

the initial results of our review work on software bug detection and 

prediction studies using AI techniques. Our focus is to (i) identify factors 

affecting the effectiveness of current software bug detection and prediction 

techniques and (ii) identify the effectiveness of AI techniques in improving 

current software bug detection and prediction techniques. The evidence 

showed that the software engineering domain has utilized artificial 

intelligence approaches and techniques to facilitate the complex tasks of 

software bug detection and bug prediction. It mainly demonstrates the 

significance of merging artificial intelligence with the software engineering 

domain in terms of reduced overhead and efficient results to enhance the 

quality of software products. 
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Introduction 

Conceptually, software engineering mainly 
concentrates on the scientific and systematic 
mechanisms involved in developing, maintaining, 

operating and retiring software products. However, the 
software development process is considered a very 
complicated process that currently represents a primarily 
human activity (Mall, 2018). Software engineering is 
considered an intensive knowledge activity, which 
requires extensive application domain knowledge of 

specific target software. Programming and software 
development require various categories of previous 
knowledge in both the programming and problem 
domains. A final solution should include a combination 
of both knowledge types to provide efficient and reliable 
software (Jabangwe et al., 2018). Despite the 

disciplinary and systematic natures of software 
development, it is subject to various issues and 
limitations. Simulating the human mind and behaviors is 
one of the most difficult issues and computer awareness 
also represents another obstacle for software 

engineering. Also, sequential approaches and fixed 
phases are widely adopted process models in software 
engineering, so, by nature, software products are not 

flexible (Fitzgerald and Stol, 2017). Furthermore, 
software that depends on real time becomes difficult to 
optimize using software engineering. Many costs of 
software products are attributed to current techniques 
that are ineffective in managing that knowledge. 
Therefore, artificial intelligence techniques can be 

efficient alternative solutions. 

Artificial intelligence can be referred to as a 

fundamental computer science field which mainly 

focuses on creating intelligent machines and approaches. 

It includes the design and implementation of various 

intelligent methods. Artificial intelligence research is 

extremely technical and deeply specialized. It can be 

categorized into various sub-categories that are often not 

communicated effectively (Jackson, 2019). On the other 

hand, artificial intelligence is also reported as having 

various types of issues and limitations. However, various 

traits, including learning, knowledge reasoning and 
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planning as well as the ability to move, communicate with 

and manipulate objects, represent fundamental problems 

in the field of artificial intelligence. General intelligence 

or strong artificial intelligence is still considered one the 

long-term goals of the field. Presently, not all features and 

characteristics of human intelligence have been properly 

captured. Recently, artificial intelligence research has 

focused more often on fields of distinguished application, 

where the full extent of artificial intelligence capabilities is 

not required (Acemoglu and Restrepo, 2018). Both software 

engineering and artificial intelligence are considered critical 

fields of the computer science. The specifications of both 

software engineering and artificial intelligence have been 

separately developed during the last decades with little 

exchange of research results. However, both computer 

science fields include various features and drawbacks. 

Therefore, integrating artificial intelligence with software 

opens the door for various possibilities and ideas. 

Software engineering is considered a formal and 

scientific approach used to implement, develop, evaluate 

and superannuate software products. Despite the 

disciplined and systematic approaches used in software 

engineering, it still has multiple issues and limitations. 

Initially, the simulation of the human mind or its actions 

was considered a complex task to be handled with the 

utilization of software engineering. However, software 

engineering does not support the computer consciousness 

and quick solving of NP-complete problems, which are 

impossible to process in polynomial time (Tunio et al., 

2018). Finally, the majority of software engineering 

process models utilize the sequential approach and fixed 

phases, which result in inflexibility of software. 

Ultimately, due to the low cost of building software, 

formal methods for engineering validation are not used 

widely in software development for real implementation. 

Software development is considered a profession more 

than an engineering exercise due to a lack of firmness in 

the fundamental processes of design improvement and 

validation (Ramirez et al., 2018). 

The tremendous growth of research on emerging 

techniques in artificial intelligence for implementing 

software engineering in recent years has resulted in an 

increasing number of publications and projects (Kumari and 

Kulkarni, 2018). A dedicated number of journals and 

conferences have focused on artificial intelligence 

integration with software engineering to propose various 

researches on this attractive topic. The main goal of 

proposing artificial intelligence approaches is to minimize 

the market time and provide software system quality 

enhancement. Thus, the majority of artificial intelligence 

approaches still utilized by researchers have had a minor 

impact on the tools and processes of practicing software 

engineers (Kulkarni and Padmanabham, 2017).  

In this review paper, we attempt to present the latest 

efforts and ways of utilizing artificial intelligence in 

software engineering. These efforts can help to bridge 

the gap between researchers’ proposals and artificial 

intelligence-based applied techniques to handle issues in 

software engineering. 

The rest of this paper is organized as follows. Section 

2 presents the background of the software lifecycle and 

potential factors which need to be considered when 

integrating software engineering and artificial intelligence. 

Section 3 presents the methodology used for this paper for 

reviewing the latest approaches for integrating software 

engineering and artificial intelligence. Section 4 provides 

a detailed review of various artificial intelligence 

approaches used in three main complex trends of software 

engineering, including cost estimation, bug detection and 

bug prediction. A discussion then investigates the results 

of applying various artificial intelligence methods for 

software engineering.  

Background 

In this section, a brief introduction to the software 

development lifecycle is introduced. The IEEE 12207 

standard comprises the main framework for the software 

development lifecycle process. It mainly provides well 

defined terminology, which can be utilized by all clients. 

This standard includes all tasks, processes and activates 

related to the development process of any software 

system, including standalone software or software as a 

service. The lifecycle covers requirements for all phases 

of analysis, design, implementation, testing and 

evolution, as shown in Fig. 1. 

 

 
 

Fig. 1: Lifecycle of software system development  
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System and software architectures play critical roles 

in assigning management activities when software 

systems are being developed and maintained. The 

activities and associated documents of the development 

process workflow are provided by the IEEE standard. 

The activity of the system architecture design that 

generates the software architecture, the software 

requirements and allocation description documents 

represent the highest level of the system architecture and 

mainly define the hardware and software components of 

that system. After that, these components are developed 

separately and concurrently. The development of software 

components is initialized by the software requirements 

analysis phase, which results in the documentation of the 

software requirements specification. The software 

architecture design phase then generates the software 

architecture description documents and software 

interface design description. The software coding and 

testing activities come in the next stage. 
Since the artificial intelligence concept was 

postulated, an increasing utilization of artificial 

intelligence mechanisms, algorithms, tools and 

implementations have been reported in various fields, 

particularly in the field of software engineering. There is 

increasing research interest in emerging artificial 

intelligence techniques in software engineering. 

However, various factors were considered before the 

emergence of artificial intelligence and software 

engineering. These factors include communication 

levels, objectives, problems, motivations and drawbacks 

(Shehab et al., 2020). 

Communication Level 

The main goal of software engineering is to study, 

build and enhance the quality of delivered software. 

Efficient software involves the reduction of time and 

cost overheads in the building stage. These goals focus 

on various issues, including reliability, productivity, 

software reusability and software maintenance. Artificial 

intelligence is similar to software engineering in both 

targets and issues (Wangoo, 2018). A solution for these 

issues has been the main target of research that has 

focused on these issues. The main problem in interacting 

at the solution level is that there is a chance for solution 

exchange from one domain to another. Thus, proposed 

research needs to be related to problems rather than 

solutions, where proposed solutions must fit existing 

problems. Several misconceptions between artificial 

intelligence and software engineering are caused by 

attempts to bridge the gap between these two domains at 

the solution level without reference to objectives. 

Software engineering contrasts with artificial intelligence 

in that it is considered an engineering discipline for 

software quality, efficient development and maintenance. 

Objective Level 

The second factor is that artificial intelligence and 

software engineering have different purposes, objectives 

and goals. Although both concepts are involved in the 

software development lifecycle, both have different targets. 

The main target of artificial intelligence is to develop 

intelligent applications or devices. On the other hand, 

software engineering mainly targets the development of 

reliable and high quality applications within stipulated 

time periods in accordance with disciplines, approaches 

and optimized costs (Erlenhov et al., 2019). 

Problem Level 

Interaction between artificial intelligence and 

software engineering can result in various problems 

because both concepts are meant to handle different 

problems. Artificial intelligence handles issues that need 

solutions regarding methods that are not well understood 

(Afzal and Torkar, 2008). Therefore, artificial 

intelligence researchers have proposed multiple powerful 

tools and methods for programming and associated 

techniques. Software engineering handles issues related 

to processes used for the simulation of human behavior 

and computer consciousness that can be achieved within 

the limits of the discipline. The sequential approach is 

the major approach, which is used by process models in 

software engineering. However, engineers have 

experienced high levels of difficulty in implementing 

real-time software utilizing software engineering 

approaches (Ammar et al., 2012). 

Motivation Level 

Artificial intelligence and software engineering have 

different implementation approaches. Artificial 

intelligence handles issues related to the implementation 

of human behavior and emotion and software 

intelligence. Software engineering, on the other hand, 

handles issues related to productivity, maintenance and 

software reliability (Ammar et al., 2012). Despite these 

differences, there are various motivations which push 

toward the integration of artificial intelligence methods, 

techniques and tools within software engineering. These 

motivations include: 
 

1. The concept of automatic programming is a new 

paradigm for software engineering in research which 

can directly result from artificial intelligence 

software integration 

2. The development and maintenance environments of 

artificial intelligence need to be fit for direct 

application to the software engineering process 

3. Artificial intelligence methodology and 

approaches need to be applied to the design 

process of software building 
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4. The rapid architecture of the artificial intelligence 

model is useful in the software engineering model 
 

Drawbacks Level 

Many reasons offered in suggesting approaches for 
merging artificial intelligence and software engineering 
are not applicable (Harman, 2012). The reasons for this 
pessimism include: 
 
1. The sequential approach and non-flexible phases 

adopted by a majority of software engineering 
process models do not fit models proposed by 
artificial intelligence 

2. Human behavior is difficult to simulate utilizing 
software engineering 

3. Software engineering does not support the computer 
consciousness concept 

4. Practitioners in the subfields of artificial intelligence, 
which are deeply divided, overwhelmingly fail to 
communicate with each other, making it more 
difficult to communicate with software engineering 
practitioners 

 

Artificial Intelligence in Software 

Engineering 

In this study, artificial intelligence models are 
investigated to provide the required topics programmers 
and researchers need in order to investigate, understand, 
communicate and discover the advantages and 
disadvantages of merging artificial intelligence 
approaches with software systems. We consider few 
domains of artificial intelligence including data mining, 
neural networks, knowledge-based systems, fuzzy logic 
and machine learning. Recent papers are reviewed to 
investigate which artificial intelligence domains have 
been utilized to facilitate software engineering models. 

Various software engineering problems utilize data 

mining as an expected solution. Various researches have 

been proposed that focus on three problem areas from 

the perspective of data mining in software engineering. 

These categories include software error prediction, 

software cost estimation and bug prediction due to 

software changes (Wang and Srinivasan, 2017). 
The bug detection in the initial stages of the software 

development process is very important for quality 
assurance and it has been widely adopted for a long time. 
Testing and bug fixing in software engineering are very 
expensive and require high levels of resources. 

Many researchers have used artificial intelligence 
approaches to detect and predict software bugs in the 
early stages of software development. These approaches 
include logistic regression, principal component 
analysis, logical classification, layered neural network 
models, discriminant analysis and holographic networks 
(Iqbal et al., 2019). The back-propagation learning 
technique has been used to build neural networks. 
Performance has also been investigated through predictive 
validity, misclassification rate, cost verification and 
achieved quality (Lamba and Mishra, 2019).  

Detection of Software Bugs 

Software bugs are very critical when the software 
reaches the production stage as bugs minimize client 
satisfaction and thus threaten software companies’ 
reputations (Uddin et al., 2017). Software bug detection 
is one of the biggest areas to attract researchers’ efforts 
to reduce the consequences of these bugs. Recent 
researches have argued that up to half of developers and 
software testers efforts are spent on avoidable work 
(Hindle and Onuczko, 2019), the majority of which 
results from system defects (Wikar, 2019). The process 
of defect management is shown in Fig. 2, which includes 
defect prevention, deliverable baseline, defect discovery, 
defect resolution and process improvement. Thus, defect 
discovery presents a fundamental stage for later stages in 
which defects can be handled efficiently. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 2: Defect handling process 
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Table 1: Software engineering bug detection approaches using AI techniques 

Proposed work Main features and ideas AI techniques 

A mining approach to obtain the software It proposed a mining algorithm for vulnerabilities to efficiently Data mining 
vulnerability characteristics (Li et al., 2017b) detect and analyze the essential software vulnerability 
 characteristics depending on data-mining approaches.   
NAR-miner for discovering negative association The NAR-miner system was designed to extract negative association Data mining 
rules from code for bug detection (Bian et al., 2018) programming rules automatically from large-scale systems 
 and then detect their violations to find bugs.  
An ontology-based approach to automate tagging of A completely automated classification and tagging approach was Ontologies 
software artifacts (Alqahtani and Rilling, 2017) proposed. It has the ability to extract security tags from texts 
 with no need to train the system on manual training data.  
Software behavior decision trees for defect detection This layered detection technology is based on a software behavior Decision tree 
technology (Chen et al., 2018) decision tree model.  
Test-driven ontology development in Protégé An ontology was proposed based on both logic and test-driven Ontology 
(Schekotihin et al., 2018) development approaches. It was mainly fed by a queue from test- 
 driven development in the software engineering field, then 
 processed and detected bugs were presented.   
DWEN: Deep word embedding network for The proposed approach mainly works on detecting and tagging Neural network 
duplicate bug report detection in software repositories duplicate bug reports. This approach is important to mitigate same 
(Budhiraja et al., 2018) bug assignment to different developers. Detection of bugs and their 
 elimination can significantly reduce the cost of the software 
 development process. 
MODE: Automated neural network model debugging This proposed debugging approach mainly works by conducting Neural network 
via state differential analysis and input selection differential analysis on the model state to detect and analyze the 
(Ma et al., 2018) internal model features which cause bugs. It then starts training input  
 selection, which is like program input selection in regression testing.  
DeBGUer: A Tool for bug prediction and diagnosis DeBGUer was proposed as a web-based application that can be used Fault prediction 
(Elmishali et al., 2019) to predict and segregate software bugs. It was implemented on model 
 different levels for learning, diagnosing and planning (LDP) the 
 approach. The LDP paradigm was a newly introduced approach for 
 integrating artificial intelligence and software engineering 
 for detecting software bugs and for the correction process.  
An artificial intelligence paradigm for  It integrated three artificial intelligence technologies: Machine learning 
troubleshooting software bugs (Elmishali et al., 2018) 1. Machine learning, which worked on learning from the structure of 
 the source code and history revisions of failures to identify 
 software components that likely have bugs,  
 2. Automated diagnosis, which included the software component 
 specifications which require modification to fix detected bugs,  
 3. Automated planning, which planned extra tests when 
 required to enhance the accuracy of bug diagnostics. 

 
The main idea is that the high cost of software testing 

challenges practitioners to look for knowledge useful in 
detecting defects that exist prior to the testing process 
(Sheneamer and Kalita, 2016). In achieving this, the 
predictors of software bugs are basically data mining 
approaches that help in prioritizing the software modules 
list to be used in tests to effectively assign limitations to 
testing resources and thus discover most of the existing 
defects with minimal effort and cost (Pandey et al., 
2017). There is a positive trend in the number of studies 
applying intelligent techniques to agile software 
development (Perkusich et al., 2020). The most popular 
ones are effort estimation, requirements prioritization, 
resource allocation, requirements selection and 
requirements management (Xie, 2018). Table 1 shows 
recently proposed approaches for software bug detection 
using artificial intelligence approaches. 

Prediction of Software Bugs 

Software bugs can also result from software 

configuration changes at run time. This type of bug can 

result in more catastrophic effects (Zhang et al., 2016). 

Therefore, researchers started investigating the utilization 

and the integration of artificial intelligence approaches for 

bug prediction when there is a change in the software 

configuration or for input which has a high probability of 

generating bugs. The proposed approaches work on 

allowing high-risk updates to be directly identified after the 

code commit process when the changes happen rather than 

waiting for completing the whole software module and 

entering the implementing phase (Lanza et al., 2016). 

The efficiency of defect predicting is shown in Fig. 3 

(Arar and Ayan, 2015). The defect predictor is very 

beneficial for the testing phases, which consume high 

levels of effort and high costs. It can divide the output 

modules based on what requires more effort and what 

requires less testing effort. 

When the code updates are committed, the change 

contexts are still fresh in the mind of the developer, which 

can make it easier for him to analyze for discovered bugs 

and connect that with other findings. The prediction 

models based on bug-inducing changes for specific 

software applications can be implemented depending on 

information that describes prior software updates. 
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Table 2: Software engineering bug prediction approaches using AI techniques 

Proposed work Main features and idea AI techniques 

Severity prediction of software bugs It combined strong classification methods with a Classification algorithms 

(Otoom et al., 2016) proposed feature set to enhance bug severity predicting. 

 The proposed approach utilized a boosting algorithm to 

 enhance performance.  

Software defect prediction via convolutional A framework called Defect Prediction was proposed Deep learning 

neural networks (Li et al., 2017a) utilizing a Convolutional Neural Network (DP-CNN). It 

 leveraged the concept of deep learning to generate effective 

 features based on the programs’ Abstract Syntax Trees (ASTs).  

Software bug prediction using machine This was a machine-learning-based software bug prediction Naive Bayes classifiers, 

learning approach (Hammouri et al., 2018) model. Three supervised machine-learning algorithms were decision trees and neural 

 used to efficiently predict the expected software faults networks 

 depending on collected historical data. Utilized classifiers 

 include naive Bayes classifiers, decision trees and artificial 

 neural networks.  

BPDET: An effective software bug prediction This was a primitive classification approach proposed Classification algorithms 

model using deep representation and ensemble depending on a framework for bug prediction using Deep and deep learning 

learning techniques (Pandey et al., 2020) Representation and Ensemble Learning (BPDET) approaches 

 for software bug prediction. Ensemble Learning (EL) and  

 Deep Representation (DR) were applied. Conventional  

 software metrics were used for software bug prediction.  

 A Staked Denoising Auto-Encoder (SDA) was utilized to 

 deeply represent the software metrics, which is considered 

 a robust learning feature.  

A comprehensive model for using Bayesian It adopted two different types of classifier to predict Bayesian network and 

network classifiers for software bug bugs: General Bayesian networks and augmented naive Bayes classifier 

prediction prototypes (Pandey et al., 2018) classifiers. They also compared different Bayesian classifiers 

 and networks in terms of their efficiency in bug prediction.  

Deep-neural-network-based hybrid approach A hybrid approach was proposed which integrated Deep Neural network 

for software defect prediction using software Neural Networks (DNNs) for classification and genetic 

metrics (Manjula and Florence, 2019) algorithms for feature optimization. An enhanced version 

 of genetic algorithm was incorporated, which included a 

 novel technique for fitness function computation and 

 chromosome designing.  

Software bug prediction system using neural This was a software bug prediction model using gradient Neural network 

networks (Kumar and Gupta, 2016) descent adoptive learning back-propagation techniques.   

 

 
 

Fig. 3: Defect prediction output 
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Pervious updates can be fetched using version control 

systems (Lamba and Mishra, 2019). The automation of 

software testing and evaluation can be implemented 

using various AI approaches (Fehlmann and Kranich, 

2017). Tools used for implementing such an approach 

are test stories and test cases that use a formal language 

to be machine-readable (Fehlmann, 2020). 

Table 2 summarizes the recently proposed approaches 

for software bug prediction using artificial intelligence. 

Discussion 

The main purpose of this work was to investigate the 
emergence and integration levels of artificial intelligence 
techniques in various levels and models of software 

engineering. An initial review of recently proposed 
researches utilizing artificial intelligence techniques to 
facilitate various tasks of software engineering was 
conducted. This review demonstrates the significance of 
utilizing artificial intelligence techniques, including 
machine learning, data mining, neural networks, deep 

learning and classification methods, to facilitate software 
engineering tasks. These models succeeded in reducing 
the overhead of implementation and provided efficient 
results in applying core concepts of software 
engineering, including bug detection and bug prediction. 

The examples demonstrated reduced effort and 

costs in terms of the design, implementation and use 
of artificial intelligence mechanisms to perform 
various tasks in software engineering. The automation 
features and learning techniques have significantly 
enhanced the output of software engineering models 
and achieved more resilient results in terms of 

accuracy and overhead reduction. 
Neural networks and deep learning have been widely 

utilized to estimate the required information from current 
software projects and provide reliable feedback for 
future updates and projects where artificial intelligence 
learning has noticeably reduced the required efforts and 

achieved better results. Various data-mining methods are 
implemented in software engineering data mining for 
software bug detection and prediction. Artificial 
intelligence techniques, including clustering, 
classification and regression, have changed approaches 
utilized in visualization modelling and exploratory data 

analysis. Software developers now more frequently 
utilize artificial intelligence techniques and business 
intelligence approaches to support their software skills 
and facilitate the daily process of decision making for 
bug detection and prediction. 

Conclusion 

This paper presents an initial review of the 

approaches used in the integration of artificial 

intelligence and software engineering. It investigates 

how the software engineering domain has utilized 

artificial intelligence approaches and techniques to 

facilitate the complex tasks of software bug detection and 

bug prediction. It mainly demonstrates the significance of 

merging artificial intelligence with the software 

engineering domain in terms of reduced overhead and 

efficient results to enhance the quality of software 

products. We have also presented an analysis of various 

artificial intelligence techniques that are utilized in the 

field of software engineering from different perspectives.  
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