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Abstract: Dealing with the variation in retention time and time series is 

one of the most popular challenges in the field of analysing data obtained 

from biological experiments. In most cases, this problem can lead to 

invalid conclusions. This work aims to propose a new method to cope with 

this problem by using the principle of the transition from discrete to 

continuous entities. The experimental results have shown good 

performance of the proposed algorithm that has been applied on different 

types of time series data.  
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Introduction  

Time series alignment has attracted a lot of interest in 

recent years in various fields such as sequence matching, 

pattern detection and sub-sequence search. It is highly 

important to make comparisons of chronological series 

which appear, very often, deformed in time by presenting 

a similarity of amplitude and forms with a phase shift in 

the time. Time shift problem is often encountered in the 

analysis of data obtained from biological experiments 

Aach and Church (2001); Clifford et al. (2009), online 

signature validation Xia et al. (2018), pattern recognition 

Keogh and Ratanamahatana (2005); Ratanamahatana and 

Keogh (2004); Ratanamahatana et al. (2010); Araújo et al. 

(2015) as well as in signal processing Barth et al. (2015) 

and the recognition of human activities Machado et al. 

(2015); Folgado et al. (2018). The clear majority of 

approaches applied in this area have been focusing on 

indexing based on the Euclidean metric Agrawal et al. 

(1995); Chan et al. (2003); Das et al. (1998); Debregeas 

and Hebrail (1998); Faloutsos et al. (1994); Keogh et al. 

(2001); Korn et al. (1997); Yi and Faloutsos (2000), 

which assumes that discrete signals are equidistant points 

in time and are also aligned in time axis. However, there 

is a growing awareness that Euclidean metric is a very 

weak measure of distance Aach and Church (2001);   

Bar-Joseph et al. (2002); Chu et al. (2002), since it does 

not allow an elastic offset of the time axis, to adapt to 

similar sequences that are out of phase. 

To overcome the weakness of Euclidean distance, a 

new technique based on dynamic programming 

(Dynamic Time Warping: DTW), applied in speech 

processing Itakura (1975); Kruskall and Liberman (1983); 

Rabiner et al. (1978) Itakura (1975); Kruskall and 

Liberman (1983) was introduced by Berndt and Clifford 

(1994) in the time series comparison field. 

In order to increase the performance of this approach 

in the field of time series alignment, extensions were 

namely introduced: 

 

• Continuous Dynamic Time Warping (CDTW) that 

allows the correspondence between elements not 

belonging to the original time vector for each series 

Munich and Perona (1999); Eilers (2004) 

• Dynamic Time Warp Distortion Delta (DTW-D) has 

been proposed by Chen et al. (2013), in order to 

minimize the deformation path resulting in alignment 

between two signals in the continuous domain 

 

In our case, we have chosen to study the correction of 

the retention time variation and the measurement of the 

similarity of the time series on electrophoregrams 

resulting from a high-throughput sequencer, using a new 

approach based on the principle of switching from 

discrete to continuous of entities to be treated. 

An electropherogram is a graphical representation of 

the data received from a sequencing machine. Each line 

represents one of the four nucleotides and the peaks in 

the lines indicate the strength of the signal. In other 

words, each peak corresponds to a nucleotide base and 

the order of the peaks is the nucleotide sequence. 
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Figure 1 shows two raw data from two different 

capillaries of a sequence. 

To test the effectiveness of our algorithm in the 

alignment of time-shifted signals, comparative tests were 

performed with the DTW algorithm. Both algorithms 

have been implemented in the Java programming 

language. For the extraction of said data the Chromas 

software was used (Fig. 2). 

 

 
 

 
Fig. 1: Raw data obtained from two different capillaries. Time series X (black) and Time series Y (red) have the same pattern but are 

out of phase 

 

 
 

Fig. 2: Ab1 file: A biological data obtained from a high-throughput sequencer sequencer analyzed by the Chromas software 
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This work is organized as follows: section II presents 
a scientific contribution of our study, section III 
describes the alignment algorithms and the results 
obtained are presented and discussed in Section IV.  

Scientific Contribution 

Related Works  

Given the importance of correcting the variation of 
retention time and time series in the field of analysis of 
data obtained from biological experiments and time 
series several studies and methods have been developed. 

In addition to the conventional DTW and its 
previously mentioned CDTW and DTW-D extensions, 
a new DTW version was modified by Karabiber 
(2013a), which aims to improve its performance. In this 
direction, he also developed in the same year a new 
approach Karabiber (2013b) based on dynamic 
programming to align time series data across multiple 
time series. Folgado et al. (2018) conducted a study on 
performance improvement measures of time series 
alignment in the characterization of synthetic and real 
data during human movement. 

In another study conducted by Robinson et al. 

(2007), a method was carried out on the basis of 

dynamic programming and similarity peaks to ensure the 

alignment of Gas Chromatography-Mass spectrometry.  

Gong et al. (2004) conducted a study aimed at 

correcting the retention time of chromatographic 

fingerprints of herbal medicines, based on the interpolation 

of the cubic spline and the chemometric resolution. 

In the above studies, it has been revealed that existing 

methods encounter the problem of the calculation cost 

which is generally high. Our approach is trying to 

achieve a better overlay with a reduced calculation cost. 

Alignment System  

As shown in the block diagram shown in Fig. 3, for 

making a final alignment decision, the raw signal at the 

input must undergo different stages of processing and 

transformation, for example pre-processing and feature 

extraction. This allows the processing of input data in the 

form of different representations with the aim to reduce 

the number of features and transforming the input signal 

into a suitable form for decision-making. 

 

 
 

Fig. 3: Synoptic diagram of an alignment system of signals shifted in time 
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(c) 

 

 
(d) 

 
Fig. 4: Difficulties encountered in the alignment of time series. (a) difference in time scales (b) difference of amplitudes scales (c) 

shift on the amplitude axis (d) shift on the time axis 
 

The superposition of the signals shifted in time, 

represents a major problem. For instance, we can 

mention: The problems of time scale differences (Fig. 4a), 

difference in amplitude scales (Fig. 4b), shift on the 

amplitude axis (Fig. 4c) and shift on the time axis (Fig. 

4d). Hence the need for a good measure of similarity 

that allows both time-shifted signals to be compared 

and aligned, taking into consideration distortion 

problems in the data. 

Signal Pre-Processing 

The signals obtained from the sequencers have 
undergone the various stages of preprocessing and 
extraction of the characteristics via the tools 
implemented in the sequencers, which are essential for 
improving the performance of the alignment algorithm. 
These tools are summarized and presented below: 

The improvement of signal comparison systems 

requires the implementation of the following 

preprocessing tools: 

Smoothing 

This preprocessing step is to reduce the noise of raw 

data using smoothing methods such as triangular method. 

Signal Enhancement 

In this phase, second derivative-based resolution 
enhancement techniques must be deployed to ensure that 
the total area under the curve of the derivative of a 
shaped signal is zero. 

Adjustment of the Baseline 

To write off the background signal and guarantee the 

normalization of the baseline an algorithm adjustment 

has to be deployed Vasa et al. (2008). 

Normalization 

To eliminate experimental bias, the statistical 

normalization of unit-to-average variance is often used. 

The average of the data is subtracted from each data 

point and these differences are then divided by the 

standard deviation to obtain data. 

Contribution of the Discrete-To-Continuous 
“DTC” Algorithm  

The main objective of this research is to contribute to 

the improvement of an alignment system based on the 

approach of the transition from discrete to continuous.  

The DTC approach has already proved useful in 

several areas, such as speech recognition Maazouzi et al. 

(2015); (Robinson et al., 2007), online signature matching 

Aqili et al. (2016a), fingerprint matching Aqili et al. 

(2016b) and computer geometry Aqili et al. (2016c).  

While other algorithms try to find a good fit of 

certain pairs of features by comparing the composition 

of the two features (point by point), the DTC algorithm 

treats this problem as a point pattern matching 

problem. It brings the discrete representation of the 

test signal to the continuous representation (using the 

cubic spline interpolation) of the set of learning data 

by considering the problem in its entirety and not point 

by point. This makes it possible to compare the signals 

by seeking the inclusion of one form in another by 

searching for the best superposition.  

Alignment Algorithms 

After the preprocessing step of the signal 

(smoothing, signal enhancement and normalization), 

comes the step of recognition which is a main task in 
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shape alignment systems in terms of accuracy and 

execution time. The DTC has to be developed and 

implemented as an algorithm to find the 

correspondence between the entities to be processed 

and compare it with the tried and tested Dynamic Time 

Warping algorithm, commonly used in the field of 

time-shifted signal processing. 

Dynamic Time Warping (DTW) 

The DTW method Itakura (1975); Kruskall and 

Liberman (1983); Rabiner et al. (1978); Kruskall and 

Liberman (1983) consists in establishing a nonlinear 

alignment of the sequences to allow the matching of the 

sequences of different lengths or shifted in time.  

To align two sequences X = (xi), i = 1: n and Y = (yj), 

j = 1: m, with the DTW algorithm, we construct an 

accumulation matrix of distance m*n, each cell 

represents the alignment between two points xi and yj 

calculated by one of the Minkowski distances. The 

Euclidean distance (Equation 1) is most often used to 

calculate these cells: 
 

( ) ( )
2

,

i j i j
d x y x y= −  (1)  

 
Technically, the values of the sequences to be 

compared X = (xi), i = 1: n and Y = (yj), j = 1: m are 

replicated until the best match between the modified 

sequences is obtained. 

The latter have the same element number k with 

max (n, m)≤k≤n+m+1. Once the accumulation matrix 

of distances has been constructed, the algorithm finds 

the minimum alignment path through the matrix. This 

alignment path also called deformation path defines 

the correspondence between the elements of the first 

and second series. There are several constraints on the 

deformation path, such as: Boundary conditions: w1 = 

(1,1) and wK = (m, n), to force the breakpoints in each 

series to match.  

Continuity: We give wk = (a, b) then wk-1 = (a', b') 

where a-a' = 1 and b-b' = 1, to restrict the allowed steps 

in the deformation path to adjacent cells.  

Monotony: we give wk = (a, b) then wk-1 = (a', b') 

where a-a' = 0 and b-b' = 0. 

To force the points of W to be spaced monotonously 

in time.  

There are several deformation paths that fulfill these 

conditions but we choose the one that minimizes the 

deformation cost: 
 

( ) { }1
, min /

K

kk
DTW X Y w K

=
∑  (2)  

 
The k element of W is defined as wk = (i,j)k such that: 

 

1 2
, , , , ,

k K
W w w w w= … …  (3) 

Equation (4) illustrates the dynamic programming 

method used for the optimal path computation that 

represents the DTW distance. Let D be this cumulative 

distance up to the cell wk: 

 

( ) ( )
( ) ( )

( )

1, ; , 1 ;
, min

1, 1
i j

D i j D i j
D x y d i j

D i j

 − − 
= − +  

− −  
 (4)  

 

As far as complexity is concerned, it has been proven 

that DTW's is of the order of O (m*n). 

Discrete To Continuous (DTC)  

In comparison to most algorithms that rely on 

comparing the specificities (point by point) to find a 

match for characteristics pair, the DTC algorithm Raji and 

Cossé-Barbi (1999) focuses on addressing this issue as a 

whole and not point by point. The method used has to do 

with superimposing the test signal discrete representation 

on the reference signal continuous representation, 

providing two sets of points { }
1

n
d

i
i

F f R
=

= ∈ (the model 

set) and { }
1

m n
d

j
j

SF Sf R
≤

=

= ∈ (The data set) in the 

multidimensional space ND.  

The main obstacle is to examine if the SF form is 

included in the F form. For most cases, we begin by 

inspecting the point-to-point correspondence between 

SF and F and perhaps look for an alteration that can 

overlay SF on F. 

If the T transformation search is selected, a direct 

search for it, without knowing the correspondence of the 

SF points with those of F, can be very time consuming 

as a result of the large number of options to be tested 

(combinatory explosion). 

It is to be emphasized that the presence of 

transformation T can definitely affirm the existence of 

SF in F. in this sense, the main objective of the DTC 

algorithm is finding transformation T so as to affirm the 

presence of SF in F. 

The source of the combinatorial explosion appears to 

be from the distinct nature of the point clouds to be 

examined. For this to be solved, the DTC algorithm 

proposes to transfer one of the entities (F) representation 

from discrete to continuous.  

In this case, with a continuous representation of F by 

a polynomial interpolation (SF would be retained in its 

discrete representation), the problem of deciding whether 

SF is included in F therefore becomes the search, not for 

T, but at the beginning of a transformation T' which 

would bring SF back to the continuous representation of 

F. Therefore, the existence of T' could induce the 

probable existence of T and will therefore confirm the 

inclusion of SF in F. 

In short, the algorithm consists in avoiding a direct 

search for T but rather in searching for a transformation 
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T'', which would ensure the superposition of SF on the 

continuous representation of F. 

It should be noted that the existence of such a 

transformation T' is necessary but not sufficient to 

confirm the inclusion (total or partial) of SF in F. Indeed, 

the processing T' (if it exists) has to guarantee that SF is 

sent back to the continuous representation of F. If for 

points 
i

sf
P SF∈  there exists a point 

jf
P F∈  such that 

( )
i jsf f

T P P′ = then T' = T then SF is included in F. 

The DTC algorithm is being developed to deal with 

arbitrary models that are defined by point cloud models 

in an N-dimensional (ND) space. In the case of our 

software, cloud models will be considered in a 2-

dimensional (2D) space.  

The points of F are given in the O�� plane. 

Let ��� be the interpolation polynomial in the Oxy 

plane. For this reason, for each point fi = {xi, yi} belongs 

to F, we have: 
 

( )  xy i i
P x y=  (5)  

 
We call this representation R. 

There are different interpolation methods to represent 

R. To ensure that the degree of the polynomial does not 

depend on the size of the point cloud F, the DTC 

algorithm uses "cubic spline" interpolation, which is a 

third degree polynomial succession (piecewise 

interpolation). This also ensures continuity and 

differentiation over the entire interpolation interval. 

Search for T': 
 

• The desired transformation T' aims to bring the SF 

cloud back to the cubic interpolation of the F shape 

along the plane Oxy. 

• The desired transformation T' is expressed in 

homogeneous coordinates. 
 

If we take into account ( ),

j jSF SF
x y  the coordinates of 

a point j∈SF and ( ),

j jSF SF
x y′ ′ its transformation by T', the 

transformed points of the SF must verify R being: 
 

( )
j j

xy SF SF
P x y′ ′=  (6)  

 
The T’ transformation parameters in the DTC have to 

do with a three-dimensional space, which are: Three 

translations (tx, ty,tz), three rotations: (θ�, θ�, θ�) and three 
scale factors: (��, ��, ��).  

This study focuses on the problem of time 

alterations of electrophoresis (intensity as a function 

of elution time) where the transformation T turns out 

to be a single parameter function that is the translation 

tx along the Ox axis: 

j j xSF SF t
x x

+

′ =  (7)  

 

j jSF SF
y y′ =   (8)  

 
The representation of R can consequently be 

demonstrated as follows:  
 

( ) 0
j j

xy SF SF
P x y′ ′− =  (9) 

 
Or:  

 

( )( )
2

0
j j

xy SF SF
P x y′ ′− =  (10)  

 
Applied to all SF points: 

 

( )( )
2

1
0

j j

m

xy SF SFj
P x y

=

 
′ ′− = 

 
∑  (11)  

 
Consider QT as the following expression:  

 

( ) ( )( )
2

1 j j

m

xyty SF SFj
QT P x y

=

 
′ ′= − 

 
∑  (12) 

 
Relying on this definition, the main goal now is to 

examine the parameters of the transformation T' that 

minimizes the QT function. 

The acquired QT function is a non-linear equation 

that is equally continuous and differentiable.  

After the adjusting step of the SF points on the 

continuous representation of F (defined by T'), we 

associate each SF point with its isomorph, which is its 

closest neighbor to F according to a type of distance and 

a pre-defined threshold (ε).  

( ) ( ): , ,
j j j j

j SF SF SF SF
P SF T x y x y′′ ′′∈ − and if ( ),

i i
i F F
P x y  is 

the isomorph of the point P_j of SF defined by T. The 

root mean score (RMS) used to measure the total 

precision of the superposition of SF in F is: 
 

( ) ( )
2 2

1

1

j i j i

m

SF F SF Fj
RMS x x y y

m =

′′ ′′ ′′= − − −∑  (13)  

 
At this phase, since the isomorphs of the points of SF 

in F are identified, it would be possible, to upgrade the 

superposition. 

RMS is also formulated as a non-linear function. In 

general, the transformation T that is found provides T 

directly and thus the RMS solution is already found. 

However, some improvements can be operated within 

a predetermined RMS threshold. After having determined 

the RMS parameter ( )y
t′ , only SF points with a distance 

to their isomorphs in F, are below a predefined ε 

threshold. When all distances between SF points and 
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their isomorphs in F do not exceed ε, the SF is reported 

as included in F. If SF is stated not being included in F, 

the DTC algorithm can process the Larger set of 

Common Points (LCP) between the two signals. In fact, 

isomorphic pairs that fail to respect the predefined 

threshold ε would be removed and a refining of the RMS 

value would resume for a better superposition of the 

other SF points onto the F points.  

The processing steps of the DTC algorithm are 

illustrated in Fig. 5. 

 

 
 

Fig. 5: The processing steps of the DTC algorithm 
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Algorithm Process 

The following Fig. 6 gives an overview of the DTC 

process. 

Algorithm Complexity 

The study of the complexity of DTC has been done 

on models obtained from the generic reference database 

SHREC 2009 (Godil et al., 2009).  

 

 
 
Fig. 6: DTC Process 

 

 
 
Fig. 7: Average run time for each size of SF 

The experiments were conducted with the purpose of 

seeking matching cloud F and SF. Model F is composed 

of 3093 points. The initial SF size is 200 points to be 

increased each time by 100 points. For each SF, we 

apply a random transformation. This same experience is 

repeated 100 times. Figure 7 shows the average run time 

for each size of SF. 

Experimental Results and Discussion  

Data  

To test the effectiveness of the algorithm in the 

processing of time-shifted signals, it was decided to 

generate 3 electrophoregrams of 1353 points 

(nucleotides) for the same DNA sample according to 

three different experiments using a high speed sequencer 

"Ion semiconductor proton sequencer".  

The electrophoregrams in question were obtained 

from the UATRS laboratory of the National Center for 

Scientific and Technical Research (CNRST) in Rabat 

Morocco. As shown in Fig. 8, the series of signals 

obtained are shifted in time according to the 

experimental conditions.  

Tools  

The data obtained is in the form of an ab1. file and 

they were extracted by means of software of extraction 

and analysis of electropherograms "Chromas PRO". The 

algorithms described above (DTC and DTW) have been 

implemented using the Java programming language. The 

machine's features are Intel Core i7 processor at 2.40 

GHz and 8 GB of RAM.  

Results and Discussion 

In order to test the efficiency and accuracy of our DTC 

algorithm, we compared it with the DTW algorithm by 

performing the alignment of 3 signals having a time offset 

problem. As illustrated in Fig. 8a, the signals have the same 

pattern, but the elution time and intensity are different from 

each other. After applying our algorithm, all time-series 

data are perfectly aligned (Fig. 8b). 

A comparison of the two algorithms is shown in the 

Table 1. We observe that the DTC algorithm 

outperforms DTW and can correct more accurately the 

time shift problem. 

After applying the two alignment algorithms, we 

notice that the execution time of the DTC algorithm 

(0.178s) is reduced compared to that of the DTW 

(0.772s), with better accuracy (87.75% for DTW against 

94.66% for DTC).  

Metric Similarity  

The problem therefore lies in the superposition of 

the three signals shifted in time, if we consider that 
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the first signal constitutes the reference (F) and that 

the other two signals are the questions (SF). Our 

algorithm (DTC) must therefore provide us with the 

best alignment of these three  signals.  A question 

(SF) would be  perfectly aligned with the reference 

(F) when the interpolation polynomial based on F 

would pass on the points of the transformed SF 

(translation t
x
): 

 

( )
j j

xy SF SF
P x tx y′ ′+ =   (A) 

 

The percentage of similarity is obtained with: 

( )     

   

Number of SF points checking A

total size of SF
 

 
The similarity percentage of Table 1 is therefore an 

average of those of the two SF. 

Complexity 

The complexity of the space-time DTC is a 

logarithmic complexity with respect to the size n of the 

subject O(m log n) and the DTW is O (m*n). Recalling 

that the notation O serves to demonstrate how algorithms 

respond to changes in input size in terms of processing 

time or workspace requirements. This explains the 

performance of our DTC algorithm.  

 

 
 (a) 

 

 
 (b) 

 
Fig. 8: (a) 3 different signals with time shift (b) signals after alignment using DTC 
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Table 1: DTC and DTW comparison  

Method Complexity Execution time Efficiency (similarities) 

DTW O(m∗n) 0.772s 87,75 %  

DTC �(� log �) 0.178s 94.66%  

 

Conclusion 

Time-shifted signals can be corrected using the DTC 

approach. The main advantages of the proposed 

algorithm for signal alignment are speed and accuracy. 

Time shifted problems are solved correctly using our 

algorithm in a much shorter time compared to DTW. 

These results encourage the development of fully 

automated software based on the DTC algorithm to 

analyze time-shifted signals. 
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