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Abstract: Energy is a major concern in battery operated real time devices 

(e.g. sensor nodes situated in remote areas) as battery life is solely 

responsible for the functioning of such devices. For such systems to work 

continuously and successively a regular source of energy is required. The 

lifetime of such systems can be increased by reducing the energy 

consumption and increasing energy production. Dynamic Voltage Scaling 

(DVS) scheduling algorithms is an existing approach for minimizing energy 

consumption. Energy harvesting is used for energy production (as a source 

of energy) and Earliest Deadline First (EDF) is an existing traditional 

approach for task scheduling in real time systems. In this paper, we propose 

a real time task scheduling algorithm using both DVS and EDF with energy 

harvesting. The proposed approach is designed to reduce energy 

consumption and enhanced the system lifetime. Our experimental results 

show that the proposed approach increases the task feasibility and reduces 

the energy consumption to increase the system lifetime. 

 

Keywords: Real Time System, Energy, Scheduling, Energy Harvesting, 

Feasibility 

 

Introduction  

As the technology trend is changing and enhancing 

very fast, real time systems are being used very 

extensively in a large number of systems. These systems 

also have been used in the daily life of human such as 

automatic vehicle driver, automatic control system, 

navigation system, reservation system, medical fields, 

weather forecasting system, etc. Many real time devices 

which are situated in the remote area where charging a 

battery is not possible through usual resources, energy 

harvesting is required. Energy harvesting is an approach 

that allows capturing the energy from natural resources. 

(Moser et al., 2007). An unused ambient energy is 

converted into electrical energy which can be directly used 

by the system or stored in batteries for further use. Using 

this approach we can increase the system's lifetime 

(Jejurikar and Gupta, 2002). In energy harvesting real time 

systems, the main issue is to guarantee that the system does 

not consume more energy than available and harvested 

energy at a particular moment (Abdeddaïm et al., 2016). 

There are several energy harvesting approaches such as 

solar power (sunlight), wind power, ocean waves, etc. 

Energy harvesting using solar power is a perfect match for 

real time devices.  

Figure 1 shows the energy harvesting model which 

consist of real time device, real time task set, energy 

harvester and external energy storage. Energy is being 

harvested from sunlight and passing to the energy storage 

device or system directly. A system can perform normal 

functioning if it is getting the required energy directly from 

the sun. It performs proper functioning by using a battery as 

an energy resource (Linjie et al. 2012). The system stops 

working if the battery gets discharged. Dynamic Voltage 

Scaling (DVS) is the well-known and most effective 

approach for energy management in real time systems. 

Energy consumption can be reduced using DVS by scaling 

the voltage level on the basis of the energy requirement of 

the system to execute a task (Kim and Kim, 2007). DVS 

gives the best performance when the energy requirement of 

a system is less than the available energy, the supply 

voltage can dynamically be reduced to the lowest possible 

requirement of energy to operate the system (Lin et al., 

2016; Housseyni et al, 2016).  
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Fig. 1: Energy Harvesting Model (Chetto and Queudet, 2014) 
 

The main issue in today’s scenario is to enhance the 

lifetime of a real time device. Many approaches have 

been designed to increase the system lifetime using 

various energy minimization approaches (like DVS) and 

energy harvesting. The proposed algorithm focuses on 

enhancing lifetime of the real time system using energy 

harvesting as well as proper task scheduling using DVS. 

This scheduling provides an enormous amount of task 

execution in less span of time as compared to existing 

algorithms for the same.  

In this paper, the aim is to design an algorithm for 

increasing the lifetime of a battery operated energy 

harvesting real time system. We used the concept of 

energy harvesting for ensuring energy availability of a 

system. DVS is used for reducing energy consumption. 

The concept of EDF is also used for task scheduling. In 

EDF task scheduling algorithm, tasks are scheduled on 

the basis of task deadline. We designed an algorithm for 

minimizing power consumption in energy harvesting real 

time systems that results in the increase in its lifetime. 

Related Work 

For past many years, most of the research in real time 

energy harvesting system focuses on either minimizing 

energy consumption or enhancing lifetime of a system 

(Kwon and Kim. 2005). Feasibility of task in real time 

systems depends on its deadline as timing constraint 

(Qin and Xie, 2008). Unavailability of energy in these 

real time systems (working in remote areas) is a big 

issue. A lot of research has been done to minimize the 

energy consumption. Dynamic Power Management 

(DPM) and Dynamic Voltage and Frequency Scaling 

(DVFS) has been investigated for minimizing energy 

consumption in battery operated system (Liu et al, 2006; 

2008). These approaches work efficiently with available 

energy resources. In battery operated systems, a battery 

has its lifetime. It can't work after discharge. Batteries 

need to be charged or replaced for continuing the 

functioning. Replacement of battery is not possible for 

those systems which are working in remote areas (such as 

mountains, forests, etc). It is very costly and impractical to 

charge or replace batteries in such systems. 
Energy harvesting approach has been developed to 

overcome this problem (Rusu et al., 2004; Guohui et al, 
2009; Ghor et al., 2011). The lifetime of such real time 
system can be increased using energy harvesting and the 
limit of battery charging is also removed. Energy 
harvesting from sunlight using Photovoltaic (PV) cell 
(solar system) can provide uninterrupted power supply. 
Energy harvesting from sunlight have various 
characteristics such as the output of the solar panel varies 
in the morning, noon and evening time. The magnitude 
of energy is very high at noon as compared to morning 
and evening time. The outputs of such systems also 
depend upon weather conditions. Good weather 
condition leads to maximize energy output. To continue 
operating properly in bad weather condition, morning or 
evening time, or even in the night, energy storage 
element such as a rechargeable battery is required 
(Chenet al., 2014; Shashank and Daniel, 2009). Many 
researchers also have presented their work for energy 
harvesting in real time systems which work differently 
from DVFS/DPM. The task scheduling in such systems 
is also based on EDF (Chetto and Queudet, 2014). 

In earlier research (Francesco Quaglia at al., 2001), it 

was considered that energy is not required for scheduling 

jobs in single processor computing systems. In EDF, the 

feasibility of each task depends on its deadline. A task 

which has a minimum deadline at that instant is scheduled 

first. Energy harvesting EDF scheduling algorithms also 

have been presented for an aperiodic task, which does not 

consider future energy requirement, energy production and 

task arrival (Zhang and Chakrabarty, 2006). Energy 

shortage should imperatively be anticipated to avoid 

missing the deadline of tasks. ED-H, a semi-online 

scheduling algorithm has been presented by Chetto (2011) 

for optimal scheduling in the energy harvesting computing 

system in which feasibility test is applied to check 

optimality (Lu and Qiu, 2011). 

System Models and Terminology 

This section presents the models to formalize 

energy harvesting real time systems under energy and 

timing constraint. Application model, task model, and 

energy model are included in the system model. Some 

basic terminologies used in this paper are also 

discussed in this section. 

Application Model 

We consider real time critical applications connected to 
an energy harvesting system. Real time critical systems 
contain various tasks such as periodic task, sporadic task, or 
aperiodic task. Here we consider the aperiodic task which 
contains its arrival time, execution time and deadline. An 
energy harvesting device collects energy from its 

  

  SUN Real time device 

External Energy 

Storage (Battery) 
Real time Tasks 

to be scheduled 
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environment at some rate. That energy is stored in an 
energy storage device for future use by real time system. 

Task Model 

We considered a set T = {T1, T2, …, Tn} of n 

independent, non-preemptive aperiodic tasks scheduled 

on the uni-processor system. Each task Ti is a collection 

of 4 tuples <ai, ci, di, Ei>, where ai represents arrival 

time, ci represents execution time, di is a deadline of a 

task and Ei is energy consumption. We considered a 

single processing unit to schedule the real time task that 

supports only operating voltage. Its energy consumption is 

only at the time of operation performing on a task. Another 

parameter in real time system is utilization Ui. The 

utilization of the task can be defined as Ui = ci/di such that 

0≤Ui≤1. The total utilization of task set can be defined as 

the sum of all task utilizations and it can be expressed as: 
 

1

n

ii
TotalUtilizationU U

=

=∑  

 
The utilization of task and total utilization of n task 

set should be less than 1. When the utilization U is 

closed to "1" then the execution of task can't be 

postponed by the processor. 

Energy Model 

Energy model can be expressed in three different 

ways such as energy production model, energy 

consumption model, and energy storage model (Yasmina 

and Masson, 2012). 

Energy Production Model 

The production of energy is not controllable from 

source (sunlight). The energy can be produced by an 

instantaneous charging rate that incorporates all losses. 

The energy production from a source between time 

interval [t1 and t2] can be expressed as follows: 
 

( ) ( )
2

1

1, 2
t

t

Ep t t Rp t= ∫ dt 

 
where, Ep(t1, t2) = Energy produced between t1 and t2. 

 

Rp(t) = Rate of energy production 

 

The energy produced can be used directly by the system 

or it can be stored in a storage device for future use. 

Energy Consumption Model 

We assume that energy consumption of a real time 

device can be modeled as the sum of static energy 

consumption and dynamic energy consumption. Real 

time systems are DVS enabled which can perform at 

different frequency level. The frequency level of a system is 

directly proportional to supplied voltage. The frequency 

level is maximum (fmax) at maximum voltage (Vmax) and 

frequency level is minimum (fmin) at the minimum voltage 

(Vmin). Frequency level increases on increasing the voltage 

and decreases on decreasing the supplied voltage. The 

energy consumption Ec(t) at maximum voltage and 

frequency for a task T can be defined as below: 

 

Ec(t) = Ec(stat) + h{Ec(dep) + Ec(Indp)} 

 

where Ec(stat) is static energy consumption which can 

be saved by turning off the whole system, Ec(dep) and 

Ec(Indp) both are dynamic power consumption which is 

frequency dependent and independent. The coefficient 

h=1, If the task executes in the system otherwise h=0. 

Energy Storage Model 

Normally battery (energy storage device) is used for 
energy storage in a system. We also assume a battery 
(with maximum capacity EC), is used in the real time 
system. Harvested energy cannot be more than its 
capacity. Energy is wasted on continuous charging if the 
battery is fully charged at time t. A battery can be 
considered as fully charged if Ep(t1, t2) ≈ EC. 

Basic Terminology 

Some of the basic terminologies has been defined 

which are needful throughout this paper.  

Definition 1 

Time starvation: when a task misses its deadline 
before completing its execution at time t, a deadline 

violation occurs due to missing the deadline with 
sufficient available energy.  

Definition 2  

Energy Starvation: Execution of task is incomplete 

and misses the deadline due to unavailability of required 

energy, a deadline violation occurs due to insufficient 

available energy.  

Definition 3  

Valid Schedule: A schedule of a task in a task set T is 

valid if the deadline of the task met with available energy. 

Definition 4 

Feasible Schedule: Schedulability of a task is feasible 

if there exists a valid schedule with available energy 

otherwise it is infeasible.  

Definition 5  

Static Schedule: It can pre-compute the optimal 

schedule of a static task at design time.  
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Definition 6 

Dynamic Schedule: It does not require any prior 
information of task at design time. It handles the 
scheduling of task at run time only. Aperiodic tasks are 
scheduled at run time.  

Scheduling Policies 

Static Scheduling 

Task set is pre-defined and initially computed for 

checking the feasible schedule. A processor demand for 

the task set at starting the level. A predefined set of 

periodic tasks are generated between time interval t1 and 

t2. The total processor demand of n tasks can be 

calculated as the sum of the execution time of all tasks 

are expressed by the following equation: 
 

( ) 2

1

1, 2 { 1,2,..., }
t

it
pd t t c i n= =∑  

 
where, pd(t1, t2) = Processor Demand between t1 and t2 

and ci = Execution Time. 

Feasibility of task can be checked by comparing 

processor demand with the deadline. Feasibility of a task 

Ti is guaranteed if and only if the processor demand (pd) 

of that task is less than its deadline and slack time of the 

task is greater than 0. For a task Ti, its deadline di and 

slack time Si are: 
 

1
,1

j

k

j i c
di D i k

= +

= − ≤ ≤∑  

1
,1

k

jj i
Si di c i k

= +

= − ≤ ≤∑  

 
where D is the duration of a frame in 1≤ i ≤ k. we can 

easily say that necessary and sufficient condition for a 

task Ti∈T to be feasible is Si ≥ 0. 

Dynamic Scheduling 

In dynamic scheduling, the arrival of the task is not 

defined and the feasibility of the task is decided after its 

arrival at run time. If a task Ti arrives at ai with 

execution time ci and deadline di. Slack time Si(d) for 

dynamic task Ti at arrival time ai is computing by the 

following equation: 
  

Si(d) = di – ai – ci – RTi 
 
where RTi is total remaining execution time of higher 

priority tasks.  
In real time energy harvesting systems, the feasibility 

of a task depends upon slack time and the slack time 
depends upon available energy. If the system has 
sufficient energy then it can be run at the maximum 
voltage which gives maximum slack time. We reduced 
the voltage level for saving energy to increase the 
lifetime of a system. The system also harvests energy if 

it is situated in remote areas where harvesting is only the 
source of energy (Allavena and Mosse, 2001). 

Proposed Approach 

Energy Harvesting Earliest Deadline First 

Scheduling Algorithm  

EDF is well known and optimal scheduling algorithm 

based on earliest deadline first scheduling policy. Energy 

efficient EDF scheduling also has been proposed to 

enhance the task feasibility. The task is authorized to 

execute only if there is sufficient power supply otherwise 

the low priority task which requires less energy than 

available energy is scheduled first. The idea behind this 

paper is to harvest the energy in that interval and execute 

the awaiting task. 

Theorem 1  

There exists a valid schedule for a task if and only if 

Energy Demand (Edi) < Energy Available (EAi).  

Proof 

 If Edi is energy demand for a particular task at a time 

instant esti (Execution start time) and EAi is available 

energy at the same time instant, Edi < EAi directly shows 

that sufficient energy is available to execute the task and 

a valid schedule exist.  

Theorem 2 

If Task Ti missed the deadline due to Edi > EAi, 

there exist no schedule in EDF for a task set T. 

Proof 

If Ed > EAi, directly shows that energy demand for a 

task is greater than the available energy. The task will 

not schedule due to less amount of available energy. If 

the task is not schedulable then there exists no schedule 

for a task set T. 

Energy Harvesting EDF Algorithm  

Theorem 1 shows that there exists no schedule if 

available energy is less than the demand energy: 

If Ep(t1, t2) is energy produced between interval t1 

and t2: 

     Then EAi = EAi (t1)+ Ep(t1, t2)  

       If Edi < EAi 

                   There exists a valid schedule for task Ti. 
 

The energy demand of a task set T between the time 

interval t1 and t2 can be defined as: 
 

( ) 2

1

1, 2
t

it
Edi t t E=∑  



Arvind Kumar and Bashir Alam / Journal of Computer Science 2018, 14 (8): 1126.1133 

DOI: 10.3844/jcssp.2018.1126.1133 

 

1130 

where Ei is energy demand for a task Ti. 

Available energy of a task set T between the time 

interval t1 and t2 is computing using the following: 
 

EAi(t1, t2) = EC + Ep(t1, t2) – Edi(t1, t2) 

 

where, EAi(t1, t2) = Available energy after executing T 

tasks between time interval t1 and t2 and EC = the 

capacity of energy storage device 

Algorithm 1 

Static Energy Harvesting Earliest Deadline First 

Scheduling Algorithm 

{Task set T = {T1, T2, …, Tn},  

ReadyQueue = { }, est = execution start time, AD= 

Absolute deadline} 

1. ReadyQueue = empty 

2. Feasibility = TRUE 

3. At time t = ai,  

4. ADi = ai + di, Ui = 
i

i

c

d
 

5. If Ui ≤ 1 

 Then ReadyQueue = ReadyQueue + {Ti} 

6. While ReadyQueue ≠ empty 

7. {  

8. 
1

min
i i to n i

Select Ti AD AD
=

←  

9. If WCET (esti + ci ) ≥ ADi THEN 

 Feasibility = FALSE 

10. Else if WCET (esti + ci ) ≤ ADi THEN 

 If Edi ≥ EA THEN 

 Feasibility = FALSE 

 Else  

 Schedule the Ti on empty core  

 TAG core as Busy with task Ti 

 ReadyQueue = ReadyQueue – {Ti} 

11. } 
12. Exit 

 

In proposed static energy harvesting earliest deadline 

first (SHE-EDF) scheduling algorithm EDF is applied 

with energy harvesting to schedule the task set. The 

feasibility of tasks depends on two factors, absolute 

deadline ADi and available energy. If a task has a 

smaller execution time than its absolute deadline then the 

task may be feasible. It then checks the available energy 

at the time of execution and if the available energy is less 

than the required energy to execute the task then the task 

scheduling is feasible.  

Now consider an example, suppose there are four 

tasks scheduled on the dual-core processor as shown in 

Table 1 Each task consists of its arrival time ai, 

execution time ci, deadline di and energy demand Edi.  

Table 1 shows the feasibility of four tasks. Each 

task contains its arrival time, execution time, deadline 

and initially available energy. Now suppose EA is 

available energy at time instant t = 0, we compute the 

utilization of that task. Utilization of the task is smaller 

than 1, which means the task scheduling is feasible. We 

again checked the worst case execution time of the task 

and if it is less than the absolute deadline, then again 

task scheduling is feasible. Now we initially consider 

the battery is full, assume EC = EA = 100, energy is 

drained 1 unit for each interval of execution time and 

energy produced is 0.5 unit in the same time interval. 

We compared the drained energy with available energy. 

If drained energy is less than available energy then the 

task scheduling is feasible. Each task is scheduled on 

the basis of a smaller deadline. 

As we have seen Static Energy Harvesting Earliest 

Deadline First Scheduling Algorithm have increased 

the lifetime of the system. We then proposed another 

approach which uses DVS to increase lifetime at run 

time. We reduced the voltage level of the system to 

schedule a task. The processing time of a task is 

increased by decreasing the voltage. If a task has 

sufficient deadline then we can apply DVS and 

decrease energy consumption. 

Algorithm 2 

Dynamic Energy Harvesting Earliest Deadline First 

Scheduling Algorithm with DVS 

{Task set T = {T1, T2, …, Tn}, ReadyQueue = { }, est = 

execution start time, AD= Absolute deadline} 

1. ReadyQueue = empty 

2. Feasibility = TRUE 

3. At time t = ai,  

4. ADi = i
a + di , Ui = i

i

c

d
 

5. If Ui ≤ 1 

Then ReadyQueue = ReadyQueue + {Ti} 

6. While ReadyQueue ≠ empty 

7. {  

8. 
1

min
i i to n i

SelectTi AD AD
=

←  

9. If WCET (esti + ci ) ≥ ADi THEN 
 Feasibility = FALSE 

10. Else if WCET (esti + ci ) ≤ ADi THEN 
 If Edi ≥ EA THEN 
 Feasibility = FALSE 
 Else 
 Apply DVS to reduce voltage level 

  GOTO step 10 
11. } 
12. IF Feasibility ==TRUE 
13. Schedule the Ti on empty core 

14. TAG core as Busy with task Ti 

15. ReadyQueue = ReadyQueue – {Ti} 

16. Exit 
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Table 1: Feasibility test for 4 tasks 

Task ai ci di WCET EA ADi Ui Edi Epi Feasibility 

Ti 0 10 40 10 100.0 40 0.25 10 5.0 TRUE 

T2 5 15 30 25 95.0 35 0.43 15 7.5 TRUE 

T3 10 16 60 51 82.5 70 0.23 16 8.0 TRUE 

T4 10 10 55 35 87.5 65 0.15 10 5.0 TRUE 

 

 
 

 

 

Fig. 2: Task Feasibility with energy harvesting 
 

 
 

 

Fig. 3: Task feasibility without energy harvesting 

 

Dynamic scheduling algorithm also works similar to 
the static scheduling algorithm, the only difference is 

that we can dynamically increase or decrease the voltage 
level as per system requirement which saves the system 
energy and enhance the lifetime of a system. 

Experiment and Results 

To evaluate the proposed algorithm, we implemented 
the proposed approaches in C++ and used Jetson TK1 
development kit to check the task scheduling feasibility. 
We assumed initially battery is full with the capacity of 
100units (time) and tasks are ready for execution. We also 

assumed that the energy is drained in multiples of 8 units 
with the execution time of each task. Figure 2 shows that 
the tasks are feasible if energy drained is less than the 
available energy and energy harvested. 

As shown in Fig. 2, initially battery is full of 100 
units of time. Available Energy decreases on increasing 
the execution of tasks.  

Figure 3 shows the relation between the tasks and time 
taken for their execution. As there is no source of energy 
available for the charging of the battery, so the battery is 
drained after the execution of each task. After a point of 
time, it stops the execution of the tasks because of the 
unavailability of the energy, which is a dead end. 
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Fig. 4: Comparison of task scheduling with EH 

 
Figure 4 portrays the comparison of the relationship 

between the number of tasks executed and available 
energy for two approaches which are real time  task 
scheduling with energy harvesting (existing approach) 
and real time scheduling with energy harvesting and 
DVS (proposed approach). The number of tasks 
executed increases within the same available energy as 
compared to the existing approach. 

In case of no energy harvesting, the feasibility of the 

task is very low. The task scheduling in energy 

harvesting approach increased as compared to existing 

approaches in which energy harvesting approach has not 

been applied. The feasibility of task has been increased 

by using energy harvesting with DVS simultaneously. 

Conclusion 

As the need for digital applications is increasing, 
there is a need for energy harvesting approach in most of 
the battery operated real time applications such as 
surveillance, military, health, forecasting, etc. To 
enhance the lifetime of such a system, energy harvesting 
with dynamic voltage scaling (DVS) is applied. Energy 

harvesting is the best approach for charging a battery in 
remote areas. In this paper, we developed an approach 
which increased the task feasibility and enhanced the 
lifetime of a system using energy harvesting with 
DVS. We applied both static and dynamic scheduling 
and compared the results with existing approaches. 

Experiments and results had shown that the proposed 
approach is more efficient for tasks scheduling in 
energy harvesting environment as compared to the 
existing approaches. 
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