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ABSTRACT

Space-Time Interest Points (STIP) are among allitieresting features which can be extracted from
videos; they are simple, robust and they allow adgoharacterization of a set of regions of interest
corresponding to moving objects in a three-dimemdimbserved scene. In this study, we show how the
resulting features often reflect interesting evehét can be used for a compact representatiordebwdata

as well as for tracking. For a good detection ofvimg objects, we propose to apply the algorithmhef
detection of spatiotemporal interest points on emmponents of the decomposition which is based on
Partial Differential Equation (PDE): A geometricustture component and a texture component. Proposed
results are obtained from very different typesidewes, namely sport videos and animation movies.
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1. INTRODUCTION action recognition (Laptev, 2005), by introducing a
space-time extension of the popular Harris detector
The motion analysis is a very active research areaThey detect regions having high intensity variation
which includes a number of issues: Motion detection both space and time as spatio-temporal corners. The
optical flow, tracking and human action recognition STIP detector of (Laptev, 2005) usually suffersniro
To detect the moving objects in an image sequesice i SParse STIP detection. Later, several other metfards
a very important low-level task for many computer detecting STIPs have been reported (Dadta., 2005).
vision applications, such as video surveilianceffiy ~ Dollar & al. (2005) improved the sparse STIP detector
monitoring, video indexing, recognition of gestyres by applying temporal Gabor filters and selectingigas

analysis of sport-events, Sign language recognition ?efmhlg:]alEifgr()eg?esdin?se\?vseerear;g gts:g(lje;nv\;a\\/rillfmt SI patio
mobile robotics and the study of the objects’ bébrav p P prop y '

) ; (2008). An evaluation of these approaches has been
(people, animals, vehicles).

In the literature, there are many methods to detectpmposed in (Wang, 2009).
moving objects, which are based on: Optical flow Our approach also uses Aujol Algorithm (Aujol,

(Jodoin and Mignotte, 2008), difference of consaeut 2004), this one decomposes the image f into a ¢

images (Galmar and Huet, 2007), Space-Time Interes{:omponent u and a texture component v, (f = u lap

Points (Laptev, 2005) and modeling of the backgtbun zggggtigﬁf %:uclzlrj]see_;?;ﬁgii Im;?; gﬁgﬁrzrzﬁosn;%r; Iess
(local, semi-local and global) (Nicolas, 2007). 9 yzing 9

Our method consists to use the notion of Space-TimedEpend'.ng on their content. .
In this study, we propose to apply the algorithm of

Interest Points; these ones are especially intagebie- > , X )
cause they focus information initially containedtiiou- ~ the detection of spatiotemporal interest points dor
sands of pixels on a few specific points which ¢en  good detection of moving objects on both components
related to spatiotemporal events in an image. haprel ~ of the decomposition: A geometric structure
Lindeberg (2003) were the first who proposed STiti’'s component and a texture component. Proposed results
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are obtained from different types of videos, namely
sport videos and animation movies.

1.1. Space-Time Interest Points

The idea of interest points in the spatial domain e
extended into the spatio-temporal domain by reagithe
image values in space-time to have large variations
both the spatial and the temporal dimensions. Baeiith
such properties will be spatial interest points hwi
distinct location in time corresponding to the marse
with non-constant motion of the image in a local
spatiotemporal neighborhood (Laptev and Lindeberg,
2003). These points are especially interesting lmea
they focus information initially contained in tha@umnls of
pixels on a few specific points which can be realate
spatiotemporal events in an image.

Laptev and Lindeberg (2003) proposed a spatio-
temporal extension of the Harris detector to deteutat
they call “Space-Time Interest Points”, denoted F5iH
the following.

Detection of Space-Time Interest Points is perfarme
by using the Hessian-Laplace matrix H (Laptev, 2005
which is defined by Equation (1):

H(x,y,t) = g(x,y,to?,6?
3%(x,y,t) 32(x,y,t) a3(x,y,t)
ox? axay oxot
3%I(x,y,t) a%(x,y,t) aa(x,y,1)
oxay ay* dyot
3%I(x,y,t) 3%(x,y,t) a2(x,y,1)
oxot dyot ot?

1)

O

I (x, Y, t) is the intensity of the pixel (x, y) &ine t.
As with the Harris detector, a Gaussian smoothing i
applied both in spatial domain (2D filter) and tesrgd
262 20?

domain (1D filter) Equation (2):
J@n)slo?

BX{

The two parametere{ ando,) control the spatial and
temporal scale. As in (Laptev, 2005), the spatiogeral
extension of the Harris corner function, entitlealfence
function”, is defined by Equation (3):

_X2+y2 i t2

@)

g(x,y.to2,07) =

R(x,y,t) = det(H(x, y,t)) - k x trace (H(x, y, tJ) 3)
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where, k is a parameter empirically adjusted a#,0det
is the determinant of the matrix H and trace istthee
of the same matrix.

STIP correspond to high values of the saliencetifom
R and they are obtained by using a thresholding ste

1.2 Tests

In what follows, we represent some examples of
clouds of space-time interest points detected &séh
sequencesHg. 1):

e Sport video: (karate’s fight) lasts for 2 min anél 4
sec with 200 images and the size of each image
frame is 400 by 300 pixels

Animation movie: Lasts for 3 min and 32 sec with
230 images and the size of each image frame is 352
by 288 pixels

KTH dataset (Schuldt al., 2004): It was provided by
Schuld-tetal. Schuldét al. (2004) and is one of the
largest public human activity video dataset. Ittaors

six types of actions (boxing, hand clapping, hand
waving, jogging, running and walking) performed by
25 subjects in four different scenarios includimy i
door, outdoor, changes in clothing and variatioms i
scale. Each video clip contains one subject peifaym

a single action. Each subject is captured in & ebta3

or 24 clips, giving a total of 599 video clips. Badip

has a frame rate of 25Hz and lasts be-tween10 and 1
s. The size of each image frame is160 by 120 pixels
Two Examples of the KTH dataset are showhi@ 1

We chose the value of 1.5 for the two standards
deviationos and oy, according to a study that was done
by Simac (2006).

1.3. Structure-Texture Image Decomposition

Let f be an observed image which contains texture
and/or noise. Texture is characterized as repeated
meaningful structure of small patterns.

Noise is characterized as uncorrelated random
patterns. The rest of an image, which is calledocar,
contains object hues and sharp edges (boundafiess.
an image f can be decomposed as:

f=u+v

where, urepresents image cartoon andisvtexture
and/or noise.
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@)

(b)

(©)

Fig. 1. Examples of clouds of space-time interest poMs.haveos = 1. 5 anait = 1. 5 with k = 0, 04. In each frame, the redp®i
represent the extracted Space Interest Points igHand Stephens (1988) detector) and the green pointsharextracted
Space-Time Interest Points (Laptev and Lindebéd§32letector) (alimage t = 47); karate’s fight (image t = 54) (b)ifation
movie (Trois petits points) (Images t = 25 et 133 &) KTH dataset: Hand waving, walking (Images20 and t = 60)
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Decomposing an image f into a geometric structure

of Comgrucience 10 (5): 828-839, 2014

Well the Aujol algorithm can extract the textures i

component u and a texture component v is an inversghe same way as the Osher-Vese algorithm. Moreover,
estimation problem, essential for understanding andthis algorithm has some advantages if it is conghaoce

analyzing images depending on their content.

Many image decomposition models have been pro-
posed, those based on the total variation as thgemo
of the ROF minimization was proposed by Rudiral.
(1992), this model has demonstrated its effectigsne
and has eliminated oscillations while preserving
discontinuities in the image, it has given satisfag
results in image restoration (Clea al., 2001; Rudin
and Osher, 1994) because the minimization of the
total variation smooths images without destroyihg t
structure edges.

In recent years, several models based on tota
variation, which are inspired by the ROF model, aver
created (Aujol, 2004; Gilles, 2006). In the litans
there is also another model called Meyer (2001) iha
more efficient than the ROF model. Many algorithms
have been proposed to solve numerically this mddel.
the following, we represent the most popular aldoni
Aujol algorithm.

1.4. The Aujal Algorithm

Aujol (2004), propose a new algorithm for
computing the numerical solution of the Meyer’'s
model. An image f can be decomposed as f = u + v,

Osher-Vese (Gilles, 2006):

No problem of stability and convergence
Easy to implement (requiring only a few lines of
code)

1.5. Decomposition Results

Let f the image to decompose, then f can be written
as follows: f =u + v.

The Structure-Texture Image Decomposition has
een applied on the Barbara image of size 512xXBiA@.
esult of the decomposition using the parametars (

1000, = 0.1) is shown iffrig. 2.

The program was run in a PC with a 2.13 GHz Intel
core (TM) i3 CPU with 3 GB RAM.

Decomposing an image f into a geometric structure
component and a texture component requires relative
low computation timeFig. 3, which gives us the
opportunity to use this decomposition in motion
detection in real time.

1.6. Proposed Approach

The most famous algorithm to detect Space-Time

where u represents a geometric structure componentiterest Points is that of Laptev; however we caveal

and v is a texture component. The algorithm of Aujo
is represented as follows:

Step 1: Initialisation
Ub=vw%=0
Step 2: Iterations
Vh+1 = PG,, (f-uw)
Uns1 = F = Voo — PGA (f = Vis1)

where P, and P, are the operators of

projections (Chambolle, 2004)
Step 3: Stop condition
We stop the algorithm if

MaX’(|hes = W, s = Va) < &
Or if it reaches a maximum of iterations required

The regularization of parameters &nd p) play an
important role in the decomposition of the image:
controls the amount of the residue f — u - v and
influences on the texture component v. The chofck o
does not pose a problem. It gives it just a snelle, but
thepu parameter is not easy to adjust.
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three major problems when a local method is used:

Texture, Background and Objects that may influence
the results

Noisy datasets such as the KTH dataset, which is
featured with low resolution,strong shadows and
camera movement that renders clean silhouette
extraction impossible

Features extracted are unable to capture smooth and
fast motions and they are sparse. This also explain
why they generate poor results

However, to overcome the three problems, we pro-
pose a technique based on the space-time intevegsp
and which will help to have a good detection of ingv
objects and even reduce the execution time by @ingo
a parallel algorithmKig. 4).

A complex scene can contain various information
(noise, textures, shapes, background...), theseiafheence
the detection of moving objects. Our goal is tolyayhe
algorithm of the detection of spatiotemporal insengoints
on both components of the decomposition: A geometri
structure component and a texture component.
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(b) ©

Fig. 2. Decomposition with Aujol (2004) Algorithm: (a) Bzara image (b) the u component (c) the v component

15

. /

=4 Runtime (s)

Sportvideo KTHdata: KTHdata: Animation
hand waving  waking movie

Fig. 3. Extraction time of structure-texture image decosifan
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Image (1)

Structure-texture image
decomposition

L 3 +
Structure Texture

| :

STIP 1 ‘ STIP fpe—— STIP2

Structure Texture
T i

Structure-texture image
decomposition

Image (t-1)

Fig. 4. The adapted Laptev algorithm

Let STIP denote the final Space-Time Interest Boint consecutive frames of the video sequence. In the
STIP1 denotes the extracted Space-Time Interesit0i second step, two processes based on structures
between the components of the decomposition of(Structurel and Structure2) and textures (Texturel
structurel and structure 2, also STIP2 denotes theand Texture2) had to be made equivalent to the two
extracted Space-Time Interest Points using Textarel matching modes. Each process provides, as output
Texture 2 components. . _ result, the STIP1 extracted from the first mode tel

Our new space-time interest points will be cal@dat  g11p 2 extracted from the second mode. For the last
as the following: step, the final STIP are computed by the Equatin (
Figure 5 shows the steps of the enhanced Laptev
algorithm. The results illustrated Fig. 6, show that
. we come to locate moving objects in both sequences,
1.7. Enhanced L aptev Algorithm we note that: The objects E3novjing (the two pla;lqanr:e)

In the first step, the Structure-Texture Image detected with our approach, for against just oragei
Decomposition method is applied to the two who has been detected with Laptev detedtog.(1a).

STIP = STIP1U STIP2 ()
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Apply the structure-texture image decomposition on both 1
consecutive frames

For i-th mode of the two consecutive
frames

‘

Computation of the spatial and the temporal
derivatives

For all pixels

Compute the hessian-laplace
matrix H

Compute the salience
function R

!
Thresholding

:

Extraction of the local maxima

Compute the final space-time interest
points STIP = STIP1 U STIP2

Fig. 5. Enhanced Laptev algorithm

@
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(b)

Fig. 6. Examples of clouds of space-time interest pointeach frame, we use the parametets=(1. 5, k = 0, 04 ands = 1. 5) (a)
Image (t = 44)/Image (t = 45) (b) The green poaresthe detected Space-Time Interest Points otektere components (c)
The green points are the detected Space-Time &ttB@nts on the structure components (d) The cédtprepresents the
extracted Space-Time Interest Points with Our PseddApproach
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2. EXPERIMENTAL RESULTS « False positive: The space-time interest point ign’t
the mask, so it isn't on a moving object
Let f be an observed image which contains texture
and/or noise. The rest of an image, which is called For each moving object, we have a number of the
geo-metric structure, contains object hues andpshar space-time interest points detected in the movinjgab
edges (boundaries). Thus an image f can be(NTP) and a number of the space-time interest point
decomposed as f = u + v, where u represents steictu €xtracted off the moving object (NFP).

image and v is texture and/or noise. The precision is defined by Equation (5):
We propose to apply the algorithm of the detectibn
spatiotemporal interest points on both componehtse Precisions — 1P __ (5)
decomposition: A geometric structure component and NTP+ NFP
texture component. In what follows, we represemeo ) -
examples of clouds of space-time interest pointsaied NTP is the number of the true positives (good

detections), NFP the number of the false posit{i@se
detections).
2.1. Comparison and Discussion The test is performed on four examples of sequences
and gives the following results.

The results, illustrated ifrig. 8, show that the real
moving objects (the two players, the cars, thektracd
branches of the tree) are better detected with the

in the first sequencéd-(g. 1).

In order to correctly gauge performance of our pro-
posed approach, we will proceed with a Comparative
study to use the mask of the moving object and the

precision. _ o _ proposed approach than with (Laptev and Lindeberg,
The mask of the moving object is obtained by the 2003) detector.
Markovian approach (Luthon, 2001)Fig. 7). We Still, the proposed approach is much less sensitive
distinguish two cases: noise and the reconstruction of the image, it aldoacts
the densest featureiig. 9).
* True positive: The space-time interest point ishie The results, illustrated imMable 1, show that our
mask, so it is on a moving object approach allows a good detection of moving objects.

Fig. 7. Example of moving objects’ masks
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(d)

Fig. 8. Examples of clouds of space-time interest points.N&veos = 1. 5 andit = 1.5 with k = 0, 04. In each frame, the greemso
represent the extracted Space-Time Interest Plmjntsaptev andLindeberg (2003) detector and the red points agecttiracted
Space-Time Interest Points by Laptev and Lindef063) detector and the red points are the extt&pace-Time Interest Points
by Our Approach (a) Urban transport #gnd waving (c) Tree (d) Karate

160 ¢

140
120
100

80

60
40

204

Urban Tree

transport waving

, W STIP (Laptev detector)
l JE B STIP (Ourapproach)
Hand

Karate

Fig. 9. Number of Space-Time Interest Points extractedhah frame

Table 1. Compared results

Precision Precision

videos (Laptev detector) (Our approach)
Urban transport 81% 89%

Hand waving 92% 93%

Tree 96% 98%

Karate 92% 96%

3. CONCLUSION

In the experime

ntal part, the results are obtafrem

very different types of videos, namely sport videwsl

animation movies.

% Science Publications
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Our Approach improved the sparse STIP detector
by applying the algorithm of the detection of
spatiotemporal on both components of the
decomposition: A geometric structure component and
texture component. This Approach is less sensitive
the noise effects and the parallel implementation
requires low computation time.
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