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ABSTRACT

Performances of single biometric speaker veriforatystems are outstanding in clean condition bop d
significantly in noisy condition. Implementation ofultibiometric systems is one of the solutionghis
limitation. However, in order to ensure the perfarmoes of multibiometric systems are sustained, the
optimum weight for the fusion system must be deileeh correctly according to the quality of curreata.
This study proposes the use of Fuzzy Inferencee8y$br weight inference. Two traits i.e., speect Bm

are used while Support Vector Machine (SVM) is emgptl as the classifier in this study. The speech
features are extracted using the Mel Frequency t@epsCoefficient (MFCC) method and the lip features
are extracted using Region of Interest (ROI) metfidw performances of single modal system (i.eeesp

and lip) and multibiometric systems with sugeno arandani approaches are compared at differenttguali
conditions in this study. Experimental results grahat the use of Fuzzy Inference System as weight
inference is a very promising approach. For 15 8RSpeech signal and 0.2 lip quality density, theRG
performances at FAR equals 0.1% for Mamdani-typejeBo-type, lip and speech systems are observed as
94, 95, 86 and 7%, respectively. In short, the pseg fusion scheme based on Fuzzy logic is able to
maintain the performance of fusion system espgciathen one of the biometric sources is in noisy
condition due to its capability to infer the corréesion weight according to current data quality.

Keywords: Biometrics, Single Biometric System, Multibiometi®ystem, Fuzzy Logic Fusion Scheme,
Sugeno-type, Mamdani-type

1. INTRODUCTION technology, which uses various individual attrilsuté a
person to verify his or her identity. Biometric
Previously, the traditional verification uses passis, characteristics can be divided into two main cladse,

keys or smart cards which are less secure since fewhysiological and behavioral characteristics. Rilgsical
problems may occur due to forgotten password, daggld  characteristics refers to the human body such es, fa
keys or stolen smart cards. Nowadays, biometria @tat  fingerprints, palm print, iris, DNA, hand geometand
verification systems are commercially used in datafinger vein structure while behavioral charactessstare
security, internet access, ATMs, network logingddr  related to the actions of a person such as vo@gstioke
cards and government records. More studies on imme dynamics, gait, typing rhythm and signature (Jaisl.,
system have been done by researchers due to tleasec  2004). This study implements biometric system for
of requirement of automatic information processing  speaker verification systems. Speaker verificatipsiem
many industrial fields (Chia and Ramli, 2011). Betints is used to verify a person’s claim from the enrelhh
is defined as the development of statistical anddatabase by using speech signal as the input data.
mathematical methods applicable to data analysis Single biometric systems have to face few limitagio
problems in the biological sciences. Biometricals a  such as non-universality, noisy sensor data, large-
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user variations and susceptibility to spoof attadksr has the ability to add human-like subjective reaspn
example, a single biometric system uses voicestt®  capabilities to machine intelligences as descrilired
identify the individuals may fail to operate becaus @  prade and Dubois (1996). General block of fuzzyiclog
noisy data signal captured by the system. Limit&io ih Mamdani-type and Sugeno-type is showifig. 1.
faced_ by single blo_m_etrlc system can be overcome byFuzziﬁcation is the process where each input ssgagd
applying the multibiometric system. Multibiometric to a lingustic variable. Degree of membership can b

system enhanced the matching accuracy of a biametri _ . _ )
system in noisy conditon as well as increases theobtamed from the lingustic variable. The degreés o

population coverage with multiple traits (i.e., lisis, ~ Membership are combined using fuzzy rules which may
voice and face). Studies on multibiometrics ar¢hfer b€ expressed in terms such as “if x is A, then B'is
discussed in Ben-Yacou& al. (1999) and Pamt al. The process of converting the fuzzy output basethen

(2000). Besides that, multibiometric system may strength of membership is called defuzzification.
continuously operate even though a certain trait isDefuzzification is used in fuzzy modeling and irzdy

unreliable due to user manipulation, sensor om&o®  |ogic control to convert the fuzzy outputs from the
malfunctions. . However, this is only true whenidus systems to crisp values.
scheme is done at the decision level where hariidac There are two types of Fuzzy Inference System (FIS)

fusion for example or operator is executed. Forsitwe

level decision fusion, the multibiometric systenme at . X
its best performance only when all traits operateléan fuzzy inputs and a fuzzy output. For Mamdani-tyfhe,

condition. In noisy condition, the unreliable speec NPUt is transformed into a set of linguistic véie
signal tends to cause the system to obtain falsesdor during the fuzzification process. The Fuzzy Infaren
genuine and imposter signal. This problem does notSystem (FIS) uses the input variables and fuzzg rul
occur in clean condition since both speech andifipal ~ to derive a set of conclusion which will be usedidg
gives reliable scores for genuine and imposterasign the defuzzification process. A crisp number is the
This study proposes the use of quality based scoreutput of the defuzzification process (Jassbial.,
fusion approach to improve the performances of2007). Mamdani-type FIS is widely accepted for
multibiometric systems. The quality based fusion capturing expert knowledge. It allows us to deserib
depends on the input current condition. This metisod the expertise in more intuitive and human-like
very useful to ensure the speaker verificationesyss at ~ manner. The advantages of the Mamdani-type FIS are
its best performance especially in noisy conditishe it have widespread acceptance, intuitive and well-
quality based fusion implements the quality measureSuited to human inputs. However, Mamdani-type FIS
identification system to identify the quality ofrsple  ©ntails a substantial burden.
data. Researches on quality measure identification_. In short, both Mamdani-type and Sugeno-type are

svstem have been discussed in Fierrez-Aquitaal similar in term of the fuzzification and rule evation
(3/005) and Nandakumat al. (2008). In ordegr o ta.ke process. The main different between Mamdani-typg an

) _ Sugeno-type is the output of Sugeno-type is linear
full advantage of the quality based fusion appreach onstant. Besides  that, Mamdani-type uses
this study implements the fusion mechanism foredéht  defuzzification method to extract the output while
biometric information. For this purpose, Fuzzy hefece Sugeno-type uses weighted average method to extract
System is developed so as to infer the optimum hteig the output. Sugeno-type FIS is computationally e
for robust and reliable multimodal biometric based and works well with optimization and adaptive
security systems. The use of fuzzy logic as théofus t€chniques, which makes it is very attractive imtcol
scheme for quality based fusion approach improties t Problems, particularly for dynamic nonlinear sysse®o
that it works well with linear technique and weliited

system performances. to mathematical analysis FLT, 2010

According to Vasuhiet al. (2010), the fuzzy logic y § '

decisi K : : v th ith th The first objective of this study is to analyze the
ecision-making Is approximately the same with the o formances of single modal system i.e., speedHipn

human decision-making. Fuzzy design can accommodate; different quality conditions. Consequently, fagzzy
the ambiguities of human languages and logics. Itinference System is designed for weight inference.
provides both an intuitive method for describingteyns Finally, the performances of the fusion systemshwit
in human terms and automates the conversion okethosweight inferred from FIS are compared to the
system specifications into effective models. Fulomjic performances of the single systems.

i.e., mamdani and sugeno. A Mamdani-type FIS has
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Fig. 1. Fuzzy logic with Mamdani-type and Sugeno-type

2. MATERIALSAND METHODS the imposters during the verification process. €fme,
L . ) . the database has 40 testing data from the authentic
Data Acquisition: In data acquisition, voice whiish speaker and 1440 from the imposter speaker. Thalis

continuous electrical signal is converted to digsignal data consists of 60 sequences of images (20 fimirtga
using a sampler and Analog-to-Digital (A/D) coneert and 40 for testing) where each sequence consist® of

The digit_ization process consists_, of _sampling, q'zlatic_)_n images. In total, 22200 data are developed for3all
and coding. Sampling process is discussed extéynsive bi Simil K ificati hiesctbi
(Rabiner and Schafer, 1978). After sampling pra subjects. Similar to speaker verification, eachjesthis

! : treated as the claimant and the other subjectshas t

sampled signal is discrete in the time domain Hilit s . i L
P g imposters during the verification process. Hende t

continuous in the amplitude domain. The quantimatio datab h 00 g d ¢ h hemic li
process divides the continuous amplitude rangefiniie atabase has 400 testing data from the authemtic |i

subrange (Furui, 2000). Finally, the coding prodestone  Image and 14400 from the imposter lip image.
by assigning these finite valu_es into a sequencendés 21 Feature Extraction
for binary number representation.

In this study, the audio and visual data are obthfrom A preemphasis of high frequencies is required to
Audio-Visual digit database (Sanderson and Pali2@0,1). compress the signal dynamic range by flattening the
The database consists of 20 repetition of numbrer feem spectral tilt in order to raise the SNR. The fosder FIR
37 different subjects. Mel Frequency Cepstrum Quefft filter is used to filtering the speech signal. Tiee of
(MFCC) is used to obtain the features for speectatity. window function is important to minimize the signal
This study uses 12 MFCC features to form the featur discontinuities at the beginning and end of eaamé by
vector. The data is collected in 32 kHz, 16-bit méormat. zeroing out the signal outside the region of irger&his
For the lip verification, the Region of InterestGR of lip study implements the Mel Frequency Cepstrum
images are cropped and stored as JPEG files vgitiut®n Coeficient (MFCC) processing to extract the audio
of 512x384 pixels. The ROI method to extract the li features. There are few steps involved in MFCC g@sec
features in this study as discussed in (Potamiahas., First, all frames of the signal are computed usiisgrete
2000; lyengaet al., 2001). Fourier transform. Next, the filter bank processing

The database is divided to two sessions which areformed the spectral features at defined frequenciysa
training and testing. During the enrolment proc@220 exit. After that, log energy computation which ceis
audio data are developed for all 37 subjects. Fdnihg of computing the logarithm of the square magnitofle
purposes, 740 data are used to train the systeoh Ea the filter bank is performed. Finally, the mel foeacy
subject is treated as the claimant and the othgesis as  cepstrum is computed (Becchetti and Ricotti, 1999).
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2.2. Classification system using Mamdani-type and Sugeno-type method
in Matlab Fuzzy Toolbox.

Next, the inputs are identified and the degreeazhe
input is determined according to appropriate fugeys
via membership function. The membership functiors a
Gaussian shapes because it can covers severat value

This study implements the Support Vector Machine
(SVM) as classifier. A SVM performs classificatidy
constructing an N-dimensional hyperplane that opliiyn
separates the data into two categories. SVM modge is

superyised qurning method that generates inptpiubut one membership. The inputs are always a crisp
mapping functions from a set of labeled trainingada ., \merical value. For input 1 (speech), the interigal
The foundation of Support Vector Machme_s (SVM) has aried between [0, 40] SNR and for ir;put 2 (libet
been developed as discussed in (Vapnik, 1995) an nterval is varied i)etween [0, 1] quality densifjhe
becom_es popular and acce_pt_ed ”OW"?“?'aYS due to man@futput (weight) is varied betwe’en [0, 1].

attractive features and promising empirical perfange. Then, the speech fuzzy set is m'odeled for three mfs

Theory regarding SVM is further explained in (Gunn, s ;
: L ) peech (Qlow), speech (Qmed) and speech (Qhigh) and
:-ngagcfil)i'n eInC at;]“g;' e?(%fési:]%ré :gl;?gsagt G'!% g.;l;pport vecto three mfs are also modelled for the lip fuzzy ke{Qlow),
The SVM identifies the data points that are found t lip (Qmed) and lip (thgh? as shown Fig. 4. For the
output fuzzy set, three mfs: weight (Qlow), wei¢@tmed)

lie at the edge of an area in space which is adayrfrom . . .
one class to another. The space between regiotsiing ~ 2nd Weight (Qhigh) are used. Output for Mamdanegind

data points in different classes as being the margiween ~ Sugeno-type are as illustratecHig. S.
those classes. SVM is used to identify a hyperptane Step 2: Rule Evaluation
separates the classes. The maximum margin betkeen t

different classes is found. An advantage of thishog is For this study, there are nine rules for the system
that the modeling only deals with these supportorec ~ From the experiment, lip performs better than sheec
rather than the whole training dataset. Therefore, this study relies more on lip since utadety

. inputs condition are involved during the proceser F
2.3. Fusion Scheme example, when both speech (Qhigh) and lip (Qlowe) ar

A fuzzy fusion mechanism for robust and reliable détermined, the weight output is mapped to weight
multimodal biometric based security systems is (Wmed). Rule editor is used to define the rulesdach

developed. The use of fuzzy logic system as thiofus model. The rule editor for each model is showfim 6:

SChe”Fe improves the system performa”m this IF speech (Qlow) IF speech (Qmed) IF speech (Qhigh)
experiment, the fuzzy logic system consists of imguts AND lip (Qhigh) AND lip (Qhigh) AND lip (Qhigh)
(speech and lip) and one output (weight). The fEral +heN (Wiow) THEN (Wlow) THEN (Wmed)

nature of the rules is one of the most importapeets in |- speech (Qlow) IF speech (Qmed) IF speech (Qhigh)
fuzzy logic (Hellmann, 2001). Initially, the input AND lip (Qmed) AND lip (Qmed) AND lip (Qmed)
verification scores (spe_ech and Iip) are scaleddme_ THEN (Wlow) THEN (Wlow) THEN (Whigh)

range of score by using the min-max normalization IF speech (Qlow) IF speech (Qmed) IF speech (Qhigh)

equation as in Equation (1): AND lip (Qlow) AND lip (Qlow) AND lip (Qlow)
. THEN (Wmed) THEN (Wmed) THEN (Whigh)
o smiys )
I ma){:l $ - miriil S Decision boundary Support vectors

where denote the ith match score output and tkes
number of the match scores available in the set

(Jainet al., 2005). e
The fuzzy logic system procedures are proposed a: .
below (Zadeh, 1965; 1984). - 4
Step 1: Fuzzification - @
In this study, there are two fuzzy models for - @
Mamdani-type and Sugeno-type, respectively. Each == - Aa'rgian

model has two inputs, speech and lip and one output
which is weight.Figure 3 shows the fuzzy inference Fig. 2. Decision boundary in support vector machine
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Fig. 3. Fuzzy Inference in Fuzzy Matlab Toolbox for Mamégpie (top) and Sugeno-type (bottom)
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Fig. 4. Input Speech (top) and Input Lip (bottom) for Manétype and Sugeno-type
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Fig. 5. Output for Mamdani-type (top) and Sugeno (bottom)
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Fig. 6. Rule editor in fuzzy inference

Step 3: Aggregation membership functions and the output is one fuzzy se
for each output variable. The Mamdani-type method
Aggregation is the process of unification of the and Sugeno-type method for aggregating the fuzzy
outputs of all rules. The membership functionsdtir ~ rules and computing the output are shownFig. 7
rules are scaled and combined into a single fuety s and 8, respectively. All the rules must be combined
The aggregation’s inputs are the list of scaled and tested in order to make a decision.
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Fig. 8. Aggregation and defuzzification methods for Suggme
Step 4: Defuzzification 3.RESULTS

The output of aggregation will be used as input for  System performances for fuzzy logic fusion using
the defuzzification process and the output is alsin Mamdani-type and Sugeno-type based on equal error
number (weight). For defuzzification process, the rate (EER) at different levels of SNR are showi able
Mamdani-type applied the centroid calculation mdtho 1 and 2, respectively. System performances based on
order to obtain the centre of area under the curvide receiver operation characteristic (ROC) showing the
the Sugeno-type used the weighted average of féav da tradeoff between GAR and FAR percentages are then
points’ method. The output (w) obtained from fuzzy presented ifrig. 9-11.
logic system is implemented as in Equation (2) rideo Some results obtained by the single biometric and
to calculate the fusion scores: multibiometric system using Mamdani-type and Sugeno

type fusion method are also compared in terms oRGA
@) and FAR at certain condition of speech and lip igpals
illustrated inFig. 9-11.
Figure 9 shows the performances of fusion systems
where, Y is the score and W is the weight applied t compared to single systems at 5dB SNR with 0.2a6%
speaker’'s modality input data which are and respbyt 0.8 quality densities.

Y =WX et (L =W)X

lip
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System performance at 5dB and 0.8
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Fig. 9. The performances of fusion systems compared tessystems at 5dB SNR with 0.2, 0.5 and 0.8 qudétysities
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Fig. 10. The performances of fusion systems compared gbessiystems at 15 dB SNR with 0.2, 0.5 and 0.8ityudensities
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System performance at 35dB and 0.8
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Fig. 11. The performances of fusion systems compared tdessygtems at 35 dB SNR with 0.2, 0.5 and 0.8 qudénsities

Table 1. EER performances for fuzzy logic fusion using Mamidgpe

Audio
Visual  clean 40dB 35dB 30dB 25dB 20dB 15dB 10dB 5dB -5dB
Clean 0.0428 0.0493 0.0529 0.0566 0.1036 0.2993 70.47 0.8443 1.5429 2.1105
0.1 0.0492 0.0648 0.0601 0.0591 0.2018 0.3069 8.581 1.1421 1.9454 2.3003
0.2 0.0511 0.0882 0.1104 0.0779 0.3904 0.7104 7.199 2.4062 3.6421 5.7645
0.3 0.1384 0.3388 0.3010 0.3463 1.0126 1.8816 3.572 4.0465 5.9056 10.0475
0.4 0.2056 0.6278 0.6072 0.9552 1.4251 3.8081 B.750 7.6079 9.0465 15.0956
0.5 0.2964 0.7066 0.7423 1.4011 3.9054 5.9223 9.714 11.9257 13.5839 20.7664
0.6 0.3119 0.7873 0.8399 3.0261 5.1242 9.1122 4328 17.6605 20.5227 25.1253
0.7 0.3805 0.7883 1.1562 4.6678 6.8975 10.4255 9681 23.7960 28.0265 29.9903
0.8 0.4377 0.7883 1.2106 5.0221 9.5918 16.8290 233.1 28.9611 35.1328 39.5665
0.9 0.5622 0.7742 1.4884 5.6034 13.4722  19.4998 09p4. 32.2325 39.0888 43.2836
Table 2. EER performances for fuzzy logic fusion using Sugsmpe

Audio
Visual  clean 40dB 35dB 30dB 25dB 20dB 15dB 10dB 5dB  -5dB
Clean 0.0339 0.0489 0.0593 0.0627 0.2855 0.7642 60.93 1.0072 1.1032 2.2117
0.1 0.0477 0.0666 0.0703 0.0976 0.8643 1.0811 5.074 1.1924 2.0057 2.7555
0.2 0.0593 0.1342 0.1389 0.1952 1.2284 1.5907 6.621 2.9034 3.7993 5.9015
0.3 0.3928 0.6607 0.6747 0.3987 2.8913 3.7172 2.808 4.1225 5.1523 11.6776
0.4 0.5692 1.0801 0.9619 0.9196 6.5869 8.2226 8.333 8.3343 8.3352 15.9945
0.5 0.6943 1.1421 1.1684 1.4310 9.4002 9.5126 30.67 13.6806 13.6890 21.1034
0.6 0.6943 1.1355 1.1983 2.3020 10.2787 18.9921 5531. 21.6282 21.8300 25.6724
0.7 0.8033 1.1233 1.2509 4.9278 12.6997 21.2828 6623 25.9741 27.6971 31.6770
0.8 0.8223 1.1515 1.2678 5.5572 13.1742 23.3183 8428  29.5069 36.4613 39.9001
0.9 0.8749 1.1780 1.2744 5.8708 14.9231 23.3183 1688. 32.3931 39.1047 44.0005
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When system at 5dB SNR and 0.2 quality density, GARtend to decrease. However, by implementing Sugeno-
performances for Mamdani-type, Sugeno-type, lip andtype FIS and Mamdani-type FIS fusion schemes, the
speech are evaluated as 88, 88, 83 and 2%, reghgctit systems are able to maintain its performances.

0.1% FAR. Meanwhile, at 5dB SNR and 0.5 quality

density, GAR performances are observed as 82,18an8 5. CONCLUSION
20% for Mamdani-type, Sugeno-type, lip and speech, . o ) o
respective'y at 10% FAR. Consequenﬂy, at 5dB SNR a This Study concludes a multibiometric verification

0.8 quality density, GAR performances for Mamdgpet ~ System that combines both speaker and lip veriéinat
respectively at 10% FAR. Experimental results show that Mamdani-type and

Subsequently, the performances of fusion systems>U9€no-type are quite similar in accuracy perforzean
compared to single systems at 15dB SNR with 02, 0. a_nd mu_ch better compared to th_e Perfo”‘?af?ces gfesin
and 0.8 quality densities are illustratedrirg. 10. When biometric systems._As a conc!u_5|on, the limitatiaoed
system at 15dB SNR and 0.2 quality density, GAR by score level fusion in multibiometric system da@

overcome using the fuzzy logic system due to its
performances are observed as 94, 95, 86 and 7% fo&apability to infer the optimum weight accordingtte

Mamdani-type, Sugeno-type, lip and speech respygtiv quality of verification data.
at 0.1% FAR. Meanwhile, at 5dB SNR and 0.5 quality
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