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Time series represent sequences of data pointewherOne (or K) Nearest Neighbor (k-NN) rule 0 is highly

usually their order is defined by the time whenythere
recorded. Thus, virtually any sequential recordings
be stored as time series: Stock prices,
conditions, physical system parameters change,uptod
quality monitoring, etc. This leads to ubiquity e
series in all scientific and practical fields (Eg)iand

competitive and used in many domains to assign the
class labels for the unlabeled time series. Udieg<tNN

weatherrule the labels will be assigned according to #imels of

the training time series that are the closest @wpr
neighbors to the unlabeled time series in termsoofie
distance measure. Classification is often referesd

Agon, 2012); hence, they have attracted significantsupervised learning with a special case of thsemi-

research efforts over the past decades. The timesse
can be univariate, i.e., only one variable recordad
multivariate, i.e., a set of observations from eliént
sources recorded at some time points. The taskimef
series analysis essentially defined to extract nmeginl
information from the collections of data points tor
organize fast and easy access to the necessaryldata
this article, we will briefly discuss the major kassuch
as classification, clustering, prediction, segmgoia
and indexing of time series.

Time series classification is a task that aimsssign
each of the time series a class label from two orem
classes having some training data. Classificatisn i
needed to distinguish between different types wofeti
series. For example, having past recording to sépar

time series describing yearly weather conditions in measure.

different parts of the world or distinguish betwegpes
of technical devices where the data were recordedsa
forth. The task of classification requires a traqset of
time series where examples of each class presEnts.

series from the testing (unlabeled) set have to beunsupervised

compared with time series in the training set alad
labels must be assigned based on sodmance
(similarity/dissimilarity) measure between time series.

supervised learning (Chapelleet al., 2006). The latter
allows to add the newly-classified time series frtm
testing set into training set where they can bed Use
classification of next coming time series. Semiesujsed
classification allows mitigating lack of labeledt@aa

The goal of time series clustering is to groupttiree
series in a dataset according to some principlg,iror
other words, to find natural groupings or structoféhe
dataset. For example, the task may sound as fallows
Having some daily recordings of bird sounds from a
forest discover the species presented there with no
information provided in advance to compare with
(Dawson and Efford, 2009). Similarly to the
classification task, the time series in the sameugr
(cluster) have to be close according to some distan
The clustering may be partitional and
hierarchical. Partitional clustering assumes thathe
cluster has the same level in hierarchy and indidgen
from each other. Hierarchical clustering aims tdda
hierarchy of clusters. Clustering is often refereedan
learning, i.e., there are no labeled
examples of data that can be used for labels asgign
One of the most popular algorithms of partitional
clustering is k-means clustering. k-means algorithm

Distance measures can be based on the shape of tinsarts with choosind centers of clusters (either time

series (e.g.,
Warping) or on some extracted features (e.g., #aqy,
amplitude, number of slope changing, etc.). Thepgm

Euclidean distance or Dynamic Timeseries from the dataset or any synthetically gaedra

points) and then, computing the distance to a aktitne
series from the time series in the dataset assigm to
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clusters. The process repeats several times arehcm  obtain time series data. This inevitably leadsxjpl@sion

step the central time series is being chosen aganm of data that require analysis. Therefore, it i®ljkthat

value of the time series in the cluster. k-mearssdtame  high demand for algorithms of big data processirljy w

variations and techniques for choicekofind number of  be even higher in coming decades and the algorithms

iterations until convergence. For hierarchical ®tisg will have to work on-line, i.e., in real time, tatsfy the

except of having only similarity/dissimilarity meas needs of the society. Also, having high-performance

between instances of time series themselves it iscomputers it becomes possible to get more knowledge

necessary to define a distance measure for sityilafi ~ from the time series with the decrease of compuuati

their groups to build a hierarchical structure. D&ily cost. However, the basic tasks of time series aimly

hierarchy can be presented as a tree-like structlted most likely will remain of current importance, bilte

dendrogram (Bittmann and Gelbard, 2008). approaches and techniques must be changed to adjust
Time series prediction (forecasting) is used taljmte  existing algorithms for big scale data analysis.

future values of a continuous time series basedhen

past observations. For example, prediction of stock References
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