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ABSTRACT

The distributed computations are broadly used énctirrent world for processing large scale jobs.dada
intensive applications with big data, it has rebergceived a very good attention. A simple prognanyg
model that allows easy development of scalablellphi@pplications to process big data on large teltss
was required. In our proposed work the input fikgl be subjected to load balancing. In load balagc
process the files will be separated and are stordéde clouds. Load balancing is done to handlebiige
data. Then the stored files will be subjected t@ maduce process. In mapping process the filesnapped
and a key value will be assigned to the files dmhtthe files are reduced. The map reduce prosdsshie
done by assigning mappers and reducers to the slevers. After the mapreduce process the filelsbsil
optimized using genetic algorithm. If the node dsite increases the efficiency reduces, for iningathe
efficiency we have optimized the node data sizequgienetic algorithm. The experimental results will
show the enhance in the node of the data size tiaes efficiently and the overall efficiency incredde
considerable level with the node increments. Tippsed method implemented using JAVA.

Keywords: MapReduce, Optimization, Load Balancing, Genetigofithm, Distibuted Computations

1. INTRODUCTION The increased importance of Business intelligence
infrastructures reflects three interacting trenifore

The IRS is responsible for collecting taxes and theturbulent, global business environments, additional
interpretation and enforcement of the Internal Reee  pressures to unveil valid risk and performancedattirs
Code in USA. Ontological classification of unsturetd to stakeholders and aggravated challenges of afébget
data is critically important in the managing oftiaiives, managing the more and more densely interwoven
programs and strategies. Internal Revenue sendése h processes (Baars and Kemper, 2008) for yearscriti
been attempting to ratchet up its enforcement &ffor had claimed that IRS managers aggressively required
the last few years. While this is no surprise gitke their subordinates to maximize the taxes they etdth
spate of abusive tax shelter transactions peddied bfrom citizens and to intensify the enforcement @ugito
lawyers and accountants in late 1990’s, it shotrilesa do so (Riccuccet al., 2006).
measure of fear into the heart of the general tgrga Information retrieval technology has been centoal t
public (Lavoie, 2008) When the specialized requiata the success of the Web. Web based indexing andtsear
of the IRS and their requirements to stay in coame  systems such as Google and Yahoo have profoundly
to government regulations are included, the conifflex changed the way we access information (Figiral.,
of their roles and the need for accuracy, auditgtaind 2005). It is the method of searching information in
transparency are critically important (Kennedy, @01 documents, documents themselves or metadata that
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describes these documents. This can be a seartie in (Subramaniaret al., 2007). Scalable management and
local database or in the Internet for text, imagesind, self-organizational capabilities are emerging astred

or data. The retrieval formats should be flexibleda requirements for a generation of large-scale, Kighl
should provide users to manipulate the search psoce dynamic, distributed applications. An entirely new
and results by retrieving search history, adjustiegrch  distributed information management system called
strategies, editing and sorting search resultschndsing ~ Astrolabe. Astrolabe collects large-scale systeatest
preferable delivery formats (Naik and Rao, 2011anyl ~ Permitting rapid updates and providing on-the-fly
retrieval systems today reference documents from@tiribute aggregation. Large-scale web and texteretl
disparate sources or collections. These sources mayyStems deal with amounts of data that greatly ece

reside on the same computer as the retrieval systenfn€ capacity of any single machine. To handle the

some of them may be dispersed over a local or wideecessary data volumes and query throughput rates,

area network, whereas others may reside at variou?ara"el systems are used, in which the documedt an

: .~ Index data are split across tightly-clustered dhsted
Internet locations (Losee and Church, 2004). Sgalin ’ .
down a distributed IR system will maintain the computing systems (Moffad al., 2006). When sampled

behavior of the whole system and, at the same timedocuments are long, storage Costs can be largefzod
: y . ._'of pruning long documents is used to reduce storage
the computer requirements will be softened. This

I h f Vi lizati | build costs. It demonstrate that the building resource
allows t_ € useo virtua |zat|_on t_oos to build arge- descriptions and centralized sample databases from
scale distributed system using just a small cluster

the pruned contents of sampled documents can reduce

computers (Cacheda al., 2010). , .. storage costs by 54-93% while causing only minor
An integrated approach for searching and browsing i |5sses in the accuracy of distributed information
heterogeneous peer-to-peer networks” a Service@de | atrieval (Lu and Callan, 2002).

Architecture (SOA) for supporting searching and

browsing in a hierarchical network. It is charaizted by 2 RELATED WORK

an high extensibility and reusability. More than

proposing new algorithms, their paper proposesrg ve A handful of researches have been presented in the
good architecture exploiting in a highly optimized jiterature for unstructured data analysis usingiousr
fashion state-of-the-art technology in both P2P 8d  methods. Recently, the use of public networks dmed t
(Baragliaet al., 2005). The information retrieval problem deployment of powerful personal computing unitssby

is a more complex operation than traditional search qars have brought a shift from the traditionalefi
techniques based on object identity or filenames,ggper computing model to the Peer-to-Peer (P2P)

cF:eurtr(_entIyI blgng used ”.]t pth syste;r;]s. The Ir(ljformatlo computing model.: Analyses have received a great de
ale(;Ir(iet\r/\?ns( fo)r Correrz]ginsuenLj%cjrrsweon\;erretriZVé?eli;S stZtiaIa P of attention among researchers. A brief review @mhs
9 P recent researches is presented here.

environments (Zeinalipour-Yaztet al., 2004). The :

network bandwidth in a P2P network is fully utilizeAs f Subrar_nanlg_rﬁ;t_gl.t (50271 prczposed thrje stc_h_emles

nodes in the network are interconnected, thereois n or securing distributed data storage and retriamal
sensor networks. All the schemes have the following

single point of failure. P2P networks are charazest . . . .
by high processing power and storage without theProperties: (i) only authorized entities can acceata

overhead of high cost hardware (Renuga angstored in the sensor network; (ii) the schemes were
Sudhasadasivam, 2005). Present day summarizatiof€Silient to a large number of sensor node compsesni
technologies fall short of delivering fully infortiee ~ The second and the third schemes do not involve any

shortcomings of the state-of-the-art in natural renewal operations and thus support secure, ditddirlata

language processing (Boguraehal., 1998). storage and retrieval. The third scheme furtheviges
The sensor network is a collection of small-sip&y-I high scalability and flexibility and hence it wasosh
power, low-cost sensor nodes that have somesuitable in real applications. The effectivenessd an
computation, communication, storage and evenefficiency of the proposed schemes have also besiied
movement capabilities. These nodes can operatehrough extensive analysis and TOSSIM-based siiontat
unattended, sensing the environment, generating, dat Baars and Kemper (2008) suggested that the
processing data and providing the data to usersevolution of management support towards corporate
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wide Business Intelligence infrastructures, the This mechanism provides the stability of clustéitera
integration of components for handling unstructudath each departs of cluster-head and allows balancedygn
comes into focus. The study contains three types ofconsumption among the sensor nodes. Comparison with
approaches for tackling the respective challengesew the existing schemes such as APC-T and Geographical
distinguished. The approaches were mapped to & threRepulsive Insomnious Distributed Sensors (GRIDS)
layer BI framework and discussed regarding chaeng proves that the mechanism for selecting a backup of
and business potential. The application of the &éaork cluster-head nodes, which is the most importantofac
was exemplified for the domains of Competitive influencing the clustering performance, can sigaifitly
Intelligence and Customer Relationship Management.  improves the network lifetime.
The scientific challenge of today was to advance ou
understanding of how economic value was created 3. MOTIVATION OF THE RESEARCH
through innovation and knowledge appropriation. New
data on innovation and knowledge appropriation were The natural tendency to apply reductionism to tieaa
needed to represent modern business activity agdite ~ Of unstructured content analysis needs to be coadte
policy makers in the 21st century economy. Cyber- with a holistic foundation within which the entire
enabled transaction data grounded in theoretichliyjen ~ ecosystem of unstructured content within an orgaiciz
micro-level measures of innovation within orgarias ~ can be defined. Ecosystems are by nature moretedien
offer expanded potential for scientists to mees¢hoeeds.  towards reciprocity and a continual rejuvenation of
Chaudhuri et al. (2013) presented a domain content and are therefore holistic in nature. Westred
independent platform for data cleaning developepaas ~ content analysis emanating from these areas of
of the Data Cleaning project at Microsoft Research.development lack shared structured data schemdn\ahéc
Their platform consists of a set of core primitivasd critical for the development of a holistic ecosysten
design tools that allow a programmer to develop ecosystem XML parsing and reliance on XSLT stykeesh
sophisticated data cleaning solutions with minimal definitions are providing taxonomy-based persoaéitn
programming effort. Their primitives were designtd for structured content yet is unproven for unstrced
allow rich domain and application specific custaatizns ~ content use. A TinyOS mote Simulator (TOSSIM) isdus
and can efficiently handle large inputs. Their daémning  to ease the development of sensor network apjalitatit
technology have significant impact on Microsoftguots ~ then captures the data stored in the sensor nddie
and services and it have been successfully ussevieral ~ data are encrypted, it will attempt to figure det key and
real-world data cleaning applications. thus decrypt the data. Due to the lack of physical
Naik and Rao (2011) indicated that the a digital protection for sensor nodes, the compromise ofcsens
library comprises diverse collections of digitaljetis ~ nodes and the capturing of data from the compraiise
representing text, sound, maps, videos, photos and Sensor nodes cannot be fully prevented.
working environment, technology and services. The Initial experience with the Astrolabe aggregation
main objective of any Digital Library (DL) was talfill mechanisms demonstrates that the system is extyemel
the needs of its users. A general problem for awss  powerful despite its limits. Managers of an apglma
information search and retrieval in the Internetrldio ~ Might use the technology to monitor and control a
Their paper discusses the information search anddistributed application using aggregates that surizéa
retrieval system its models and uses in digitahliles. the overall state within the network as a whole als
Chotayakukt al. (2013) are designed as a multi-echelon within the domains (scopes) of which it is composed
inventory problem with single-item capacitateddiaingto ~ The disadvantage is that this strategy does relglarks
minimize total costs of running ATM network. In ¢hi being approximately synchronized. The trade-off ban
study, they formulate the problem as a Mixed Intege made by the applications. Digital libraries rely on
Program (MIP) and develop an approach based oreffective retrieval methods with easy access to the
reformulating the model as a shortest path forriaulafor information. Thus, the success of digital librariiss
finding a near-optimal solution of the problem. depends on the quality of retrieval. Accordingly,
Siham, et al. (2013) present passive clustering research in the IR has traditionally been importarthe
mechanisms and the main clustering protocolsresearch pertaining to the digital libraries. Some
proposed for wireless sensor networks; they intcedu difficulties in this context are the variable IR theds
a new protocol designated for mobile nodes in and interfaces like representation and relevanckimg,
wireless sensor network that is based on the APC-Tas well as the scope of the search results. Another
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difficulty is the merging of the individual resulésxd the , '

inter-system ranking. \lmput Files |
Boolean approach is used to implement and it is l

computationally efficient for the current large lscand

operational retrieval systems. It enables useexfoess Load Balancing

structural and conceptual constraints to describe

important linguistic features. Users find that syym - T : S

specifications and phrases are useful in the foation = = =

of queries. The disadvantage is the users findfitdlt

to construct effective Boolean queries for several l

reasons. Users are using the natural language feXDs

OR or NOT that have a different meaning when used i Sy Bt

query. Thus, users will make errors when they fam

Boolean query, because they resort to their knayeleaf Mapper Reiliices
English. It is to improve the efficiency of the dnfation - -
retrieval system by using peer to peer technigBesr-to-

peer networks have become popular of late for geranf l

applications, including the well known file sharisgstems
such as Gnutella and Bit Torrent. It has the tecyldén

detect the queries in the detected files. Genetic Algorithm
4. AN UNSTRUCTURED DATA l
ANALYSISAND CLASSIFICATION L Qutput J

SYSTEM BASED ON AN EFFECTIVE
OPTIMIZATION ALGORITHM

Fig. 1. Architecture for our proposed methodology

In our proposed work the input files will be suligt _
to load balancing.The Basic Architecture of ourpgmsed | Distributed File system |

methodology in shown irFig. 1. In load balancing 5 T
process the files(unstructured data) will be sepdrand | l

are stored in the clouds. Load balancing is done to

handle the big data. Then the stored files will be Mep Map Map
subjected to map reduce process. In mapping praleess '
files are mapped and a key value will be assigoetthe
files and then the files are reduced. The map educ Redios Reduce
process is to be done by assigning mappers andeedu
to the cloud servers. After the mapreduce prodessiles "‘\ /
will be optimized using genetic algorithm. If thede data E=
size increases the efficiency reduces, for incngashe _D’mf__‘
efficiency we have optimized the node data sizexqusi _1
genetic algorithm. The experimental results witbwhthe
increase in the node of the data size has donzeegttiy ke ia0e Ha
and the overall efficiency increased with the node crilerion 2o
increments. met?
4.1. L oad Balancing Technique

In the load balancing process the files are _ ~Iv & or
separated and are stored in the cloud servers.eTher | Stop |
are five services considered.1.Server-id, 2.Node-id '
3.Processing time, 4.Memory rate, 5.CPU rate. The
process of genetic algorithm is givenkriy. 4. Fig. 2. MapReduce architecture
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Fig. 3. Example for the MapReduce model

Initialize data
nodes

¥

Calculate fitness
values
T

Crossover

+

Mutation

+
Insert off springs
in to the data
node
¥

If stop
criterion
met?

s Yes

No

Finish

Fig. 4. Process steps in genetic algorithm

1. Server-id

It refers to the identification that was assignedhe

server.
2. Node-id

It refers to the identification that was assignedhe

node.
3. Processing Time

The time required for the processing of the input.

1030

4. Memory Rate

Memory rate refers to the memory usage. Here it is
varied from 100 to 10000.

5. CPU Rate

CPU rate refers to the CPU usage. Here it is varied
from 100 to 10000.

The services considered will be assigned a seigice-
For retrieving the files from the server the usavénto
provide the service-id as request. After the load
balancing process map reduce is done.

4.2. Map Reduce Algorithm

The basic Map reduce Architecture shworkig. 2
and the Model of the same is giverFig. 3. MapReduce is
a programming model for processing large datavedisa
parallel, distributed algorithm. A MapReduce pragrés
composed of Map()-performs filtering and sorting
Reduce()-performs a summary operation.

Mapping

The master node takes the input, divides it intalkem
sub-problems and distributes them to worker nodes.
worker node may do this again in turn, leading taudti-
level tree structure. The worker node processesrtiadler
problem and passes the answer back to its master no

Reducing

The master node then collects the answers to all th
sub-problems and combines them in some way to form
the output.

Mappers and reducers are assigned separately to the
servers in the cloud. The map reduce operationg wer
carried out separately and then thee nodes were
optimized using genetic algorithm.
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4.3. Optimization of Data Nodes Using Genetic Crossover points  Crossover
Algorithm ratex Length of the chromosom

@)

Genetic algorithm is a family of computational
models based on principles of evolution and naturalWhereé. Length of the chromosomes = Number of
selection. These algorithms convert the problemain 9€nes = 10.
specific domain into a model by using a chromosome-4.6 Mutation in Genetic Algorithm
like data structure and evolve the chromosomesgusin o . . . .
selection, crossover and mutation operators. Geneti Mutation is the final stage in genetic algorithm.
algorithm was used to optimize the data nodes. iEhat ~ Mutation is a genetic operator which is used tormadn

find the optimal data nodes to increase the efficje genetic diversity from one generation of a popatatof
) ) ) ) algorithm chromosomes to the next. A genetic operiat
4.4. Selection Processin Genetic Algorithm an operator used in genetic algorithms to mairgeimetic

diversity. Then the Euclidean distance between the

services were calculated. During the computatidre t

distances among vectors can be measured by Eqation
Euclid Distance which is expressed as:

Selection is the first stage in genetic algorithm.
Selection is process in which the association rales
chosen for later processing (crossover) from the
population. A selection procedure is given as fetio
For the data nodes the fitness function is caledlaising

the below formula Equation (1): d(x,y)=|x= | =4/ D, (xi=yi), )

f(x « )=Zn:>§ 1) _ B_ased on the fitness _values non optimal n_odes_ are

DRz A = eliminated. Thus the optimal data nodes are idedtif
using a threshold value. Thus the input data was

where, X X, ...c........ , %, = data nodes. analyzed using the effective optimization algorithm

The above flow chart in Fig 4 represents the
process that was done in the genetic algorithm. The
first step is the initialization of genes (data mejl

5. RESULTS

The genes are assigned to the chromosomes based In this section we have given the .results of our
gen 9 _ %ﬁ’oposed work and have analyzed their performance.
our requirement. Then the fitness Va"%es are cated| The implementation is done in JAVA for unstructured
in order to select the genes. With a Crossoverqai analysis using NETBEANS version 1.7.2 (jdK 1.7
probability cross over the parents to form a new rapie 1 Shows the samples values of the services used
offspring (children). If no crossover was performed i, our work. Table 2 shows the fitness values
offspring is an exact copy of parenWith a mutation  cajculated for services using Euclidean distances.
probability mutate new offspring at each locus Figure 5 shows the input for the proposed
(position in chromosome). After that the mutatian i methodology. There were three sections named as
done. Then the offspring is produced and it isiitee initial scheduling, map reduced output and scheduli
in to the population. If the criteria is met thelnet based on GA.Figure 6 shows the request size
process is stopped, otherwise the process is regpeat  allocation for CPU usage and memory usdgegure 7
shows the initial scheduling procedsigure 8 shows
the map reduce outputigure 9 shows the final output
It is a genetic operator used to vary the based on genetic algorithm.
programming of a chromosome or chromosomes from )
one generation to the next. It is analogous toTaPlel Sample values for services used

4.5, Crossover in Genetic Algorithm

reproduction and biological crossover, upon which Server  Node Processing Memory CPU
genetic algorithms are based. Cross over is a psoce D 1D time rate rate
of taking more than one parent solutions and privduc 1 3 1 11 7

a child solution from them Equation (2). The best 2 7 1 6 9
solutions were selected using the fithess function2 9 6 6 7
calculation. Then the crossover rate is assigneds3 1 5 7 1
Crossover rate should be selected more than 5: 1 4 5 1 1
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Table 2. Shows the euclidean distance calculated betweesedivices used

Server Node Processing Memory CPU Server Node Bsome  Memory CPU
id id time rate rate id id time rate rate
2 4 1 8 10 2 7 2 13 2
1 4 4 21 6 2 5 3 3 7
1 5 1 3 11 3 5 6 2 20
3 2 6 6 8 1 3 7 12 12
2 3 6 12 8 2 4 3 6 8
2 9 3 2 5 1 4 7 4 3
1 6 6 5 1 1 6 8 9 6
2 6 6 4 6 3 8 7 11 10
3 6 5 22 24 2 8 7 3 10
Fitness value = 27.748438335462886 Fitness va®&515584764523496

Initinl Schequling

ﬂb’gﬂ,&q’ﬂm{ Putpul

Schequling Baseq on g4

Fig. 5. Input for the proposed methodology

Eoad Balancing Vsing Hap Reduce And (G4

Total Number of Requests ~ |1000 |

CPU Usage 500 |

500 |

\_m

Fig. 6. Screenshot for request size allocation

—
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Inificd Sclhicdaling

server_id Mode_id,Proc_time mem_rate,cpu_rate service_id
(28447 84] [37713443] [1,852543] [145472572] [32841722]
[1,7,10,27,50.5] [1,3,8,34,20.2] [3.2 2,52,34l1l [23.45992] [34554311]
[1.6,10,2644,2] [27,51242.4] [3,3,257,3,1] [26,7,61592 [2534564.5]
[1.9.5,18.44,1] [351,1457,1] [2,7,3,13,355] [21,94519.2] [3,3,7.21.2873]
[1.23,31,37,5] [3,7637.331] 25217431 [21,759,18.4] [1554824]

[1.4943255] [29856334] [3.7.816264] [1581293] [28107544]

ERl i 1

Output Shows server_id,Node_id,Proc_time,mem_rate,cpu_rate,service_id

Fig. 7. Initial scheduling process

Rap Beduced Outipats

server_id,Mode_id Proc_time mem_rate cpu_rate service_id

[[2,1,561,49.2] 1227184}, [1,27 114,601 [33,6,2526,2] [23,610,56,2]] [[149,

(3156155 [1,17,141721 [227.18.401] 32636921 [ 124,10
[2,1,832,514] [12.2,411113] [ [[1,4,4,65.26,2] [[1,5,10,15.2,4], [3,5.3.3
[3,1,6,19.75,5],[21,3.78,441]] [ i i i =
i B T m“;L
4

Output Shows server_id Node_id,Proc_time,mem_rate,cpu_rate,service_id

Fig. 8. Output for mapreduce process

Seheduled Cubpat: Based On GA

TY.339200 1[1,8,3,35, T8 [[£30.8 19,10 [[£ 10,94 TZ0[[ T, 1,7, 149, TT0,9][1[Z,7 9,32,
[[1,4,516,14 3] [[1,5,9,80,152 1] [[3,2,1,83 9 5[[3,2,1,69,9 4]] 1138317
[12,3,5,34 44 3] [[2.4,10,66,238 2] [[1,8,310014 11 13,9651
[[3,5,4,108,93 2] l[11,8,15,37 51 [[2,7,5,65,80,3]f [[1,4,8,31,603] [[1,6,9 44
[2,522228 41 [[162136153 4] [13,8,3,84108 41 l,7.4,68
l12,56,15250 [2621523010 32,4123 235] 31670

4] Ii I [»

Output Shows server_id,Node_id,Proc_time,mem_rate,cpu_rate,service_id...

Fig. 9. Output for the proposed methodology
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6 DISCUSSION

Figure 10 shows the plot for execution time
based on the request sizégure 11 shows the plot
for fitness values based on the request diigure
12 shows the plot for convergence fitness based on
the request size. The comparison graphs plotted
clearly shows that our proposed method is efficient

®mw/oLB BEWITHLB

Exection time-ms

O T 1
100 1000 5000 10000

Request size

Fig. 10. Plot for comparison of R size and E time

100 ~ ) .
——w/0LB3 —e—withLB
80 -
% 60
L
s
z 40 -
N ,,4/‘\/
O T T T T 1
100 500 1000 5000 10000

Fig. 11. Plot for comparison of R size and F values

1400 -
1200 -
3 1000
800
600
400
200
0

——W/OLB —l—with LB

Convergence

O P O I O N OISO D
VAR &L PSS
N
Request size

Fig. 12. Plot for comparison of size and

convergence fithess

request
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The algorithm is working efficiently and the
convergence is good as long as the request sinavbel
5000. Therefore the maximum Confidence Interval is
5000+ 0.5.

7. CONCLUSION

In this paper, we have proposed map reduce
algorithm with the support of load balancing andeji
algorithm. The proposed system was implementecaand
set of files were utilized to analyze the outcorokthe
proposed big data analysis method. The experimental
results showed that our proposed method was efficie
This study presents a genetic algorithm based load
balancing algorithm for Map Reduce environments in
support of data intensive distributed applications.
Simulation results have shown the effectivenesthef
algorithm in balancing workload among Map Reduce
nodes. The algorithm speeds up the computatiorepsoc
of SVD and maintains the high level of accuracy in
information retrieval. Even though the experimeatadi
simulation results the algorithm shows satisfied
performance, it is clear that still a variety of
opportunities available, for example: Determiniig t
best fitness value of rank k that is used in GA ban
investigated further to gain the most efficient
computation. The experimental code shows certain
level of accuracy, it can be improved further bingsa
better modelln the future this map reduce framework
can be extended wusing different optimization
algorithms for better results. The execution tiraa be
further reduced than our proposed method.
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