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ABSTRACT

Now days many research is going on for text sumzatidn. Because of increasing information in the
internet, these kind of research are gaining maceraore attention among the researchers. Extratgiie
summarization generates a brief summary by extrggroper set of sentences from a document or pleilti
documents by deep learning. The whole conceptiisdoce or minimize the important information presa

the documents. The procedure is manipulated byriBtest Boltzmann Machine (RBM) algorithm for better
efficiency by removing redundant sentences. Theictessd Boltzmann machine is a graphical model for
binary random variables. It consist of three layiamut, hidden and output layer. The input datefannily
distributed in the hidden layer for operation. Experimentation is carried out and the summargregated
for three different document set from different Whedge domain. The f-measure value is the identifi¢he
performance of the proposed text summarization aakthhe top responses of the three different kndgéde
domain in accordance with the f-measure are 0.82,dnd 1.97 respectively for the three documdnt se

Keywords: Multi-Document, Summary, Redundancy, RBM, DUC 2@#taset (Document Understanding
Conferences)

1. INTRODUCTION several challenges comprising of variations in text
o formats, expressions and editions which adds ughe¢o
From many years, summarization is done by humansympiguities (Sharekt al., 2013). Researchers in text
manually. In the present time, the amount of infalion  symmarization have approached this problem fromyman
is increasing gradually by the mean_of internet agd aspects such as natural language processing (Zhahg
other sources. To overcome this problem, textpp11) statistical (Darling and Song, 2011) and hirae
summarization is essential to tackle the overlogdih learning and text analysis is the fundamental isue
information. Text summarization helps to maintaie t identify the focus of the texts.
text data by following some rules and regulations f Text summarization can be classified in two wags, a
efficient usage of text data. For example, thea®tton  gpstractive summarization and extractive summanizat
of summary from a given document for the extractbn  Natural Language Processing (NLP) technique is med
a definite content from the whole document or multi parsing, reduction of words and to generate textrsery
documents. Text summarization relates to the peooes  jnabstractive summarization. Now at present NLRa is
obtaining a textual document, obtaining contentnfrido  |ow cost technique and lacks in precision. Extragti
and providing the necessary content to the usea in summarization is flexible and consumes less time as
shortened form and in a receptive way to the requént  compared to abstractive summarization (Patil and
of user or application. Automatic summarization is Brazdil, 2007). In extractive summarization it cioies all
linked closely with text understanding which imp®se the sentence in a matrix form and on the basisonfes
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feature vectors all the necessary or importantesests  applied, those steps include (1) Part of speecbirigg
are extracted. Afeature vector is an n-dimensiorator (2) Stop word filtering, (3) steaming. Then comés t
of numerical features that represent some objeie T feature extraction part. In this part of the text
main objective of text summarization based on exiva
approach is the choosing of appropriate sentenqeers
the requirement of a user.

summarization certain features of sentences are
extracted. The features we are extracting are:e Titl

Generally, text summarization is the process of ElmllarltyAllTosmonalll Fr(]aature, Term V\(elg_ht andof.‘eg
reducing a given text content into a shorter verdiy eature. most all the text summarization mode

keeping its main content intact and thus conveyrgg WO major problems, first the ranking problem aie t
actual desired meaning (Mani, 2001a; 2001b). Sing|esecond one is how to create the subset of thogngpar
document summarization is a process, which deatsavi  tOP ranked sentences. There are varieties of appeedor
single document only. Multi-document summarization ~ the ranking problem. In this study we are solvihg t
the method of shortening, not just a single docupdmrt ~ ranking problem by finding out the intersectionvbegn

a collection of related documents, into a singlemsiary ~ the user query and a particular sentence. On this bé
(Ou et al., 2008). The concept looks easy, but while this, a sentence score is generated for everyrssntnd
implementation it is a tough task to compile. Sames they are arranged in descending order. Out ofréniked

it may not be able to fulfill our desired goal. Mad the sentences some of sentences are selected on theobas
similar  techniques employed in single-document compression rate entered by the user. In this wagalve
summarization are also employed in multi-document the ranking problem. In the end we have used DU@20
summarization. There exist some notable disparitiesdataset to evaluate the summarized results baseédeon
(Goldsteinet al., 2000): (1) The degree of redundancy measures such as Precision, recall and f-measure.
contained in a group of topically-related articles

considerably greater than the redundancy degregnwit 1.1. Motivation

an article, since each article is appropriate lsifate Now days more and more information is available
the most important point and also the required ehar ,4,,gh internet and other sources. To handle tHase

background. So, anti-redundancy methods play & vita nore efficiently we need a tool for extracting peopet
role. (2) The compression ratio (that is the sumnsi@e 4 sentences from the given documents. Summarizatio
with regard to the size of the document set) will 4f text js essential to get the important informativhile
considerably be lesser for a vast collection tdfyica gealing with large collection of documents. Withe th
related documents than for single document sumsarie gqvent of World Wide Web information has become
In order to provide a lot of semantic informatiguided  jntrinsic part of our life. To remember the detaifsevery
summarization task is introduced by the Text Analys jnformation is not possible for human mind. Therefo
Conference (TAC). It aims to produce semantic symmarization of text documents plays a very ingwirt
summary by using a list of important aspects. T$teof  role in information gathering. In this study we arsing
aspects defines what counts as important informdtic ~ deep learning Algorithm for the summarization ta3&ep
the summary also includes other facts which arejearning is the emerging field of machine learniwgjch
considered as especially important. Furthermore, ans used to solve problems of number of computesneei
update summary is additionally created from a ctib®  domain like image processing, robotics, motion. éRéy
of later Newswire articles for the topic under the it is also used in domain of Natural language pssice
hypothesis that the user has already read the quevi with very encouraging results. An algorithm is défeits
articles. The summary generated is guided by pre-input is passed through several of nonlinearityeole
defined aspects that is employed to enhance thétyqua being output most modern learning algorithms
and readability of the resulting summary (Kogilavand includingsvm and naive ayes classifier are shalldere
Balasubramanie, 2012). we are using the Restricted Boltzman Machine toaekt

In this study, we have developed a multi-documentthe top most feature word of text.
summarization system using deep learning algorithm . .
Restricted Boltzmann Machine (RBM). Restricted 1.2. Restricted Boltzman Machine
Boltzmann Machine is an advance algorithm based on Restricted Boltzmann Machine is a stochastic neural
neural network, it performs the entire necessasi far network (that is a network of neurons where each
text summarization. Initially, the preprocessingpstare  neuron has some random behavior when activated).
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Fig. 1. Restricted boltzmann machine
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Fig. 2. Block diagram of text summarization
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It consist of one layer of visible units (neuroasid one
layer of hidden units. Units in each layer have no
connections between them and are connected taohelf o
units in other layer Kig. 1). Connections between
neurons are bidirectional and symmetric. This mehat
information flows in both directions during the itrimg
and during the usage of the network and those wsigh
are the same in both directions.

1.3. RBM Network Worksin the Following Way

First the network is trained by using some data set
and setting the neurons on visible layer to matatad
points in this data set.

After the network is trained we can use it on new
unknown data to make classification of the datés (ih
known as unsupervised learning).

1.4. Proposed Deep Learning Approach

Text summarization technique is divided into two
approaches extractive and abstractive. But duehé¢o t
limitation of natural language generation techngyire
generating the abstractive summary generally etweac
approach is used for summarization. For summarittieg
text there is a need of structuring the text inéstain
model which can be given to RBM as input. Firsalbin
text summarization the text document is preprocksse
using various prevalent preprocessing techniquegtamn
it is converted into sentence matrix defined over a
vocabulary of words. This structured matrix each waill
work as a input to our RBMF{g. 2). After getting the set
of top priority word from the RBM the input query,
sentence vector and high priority word output is'pared
to generate the extractive summary of the text ohecu.

1.5. Preprocessing

To make the document light (not containing unwanted
words) preprocessing of the text document for airirgy
is done by applying various techniques developedhby
linguist. There are myriads of technique by whiah ean
reduce the density of text document. In this stwayare
using the following techniques.

1.6. Part of Speech Tagging

Part of speech tagging is the process of marking or
classifying the words of text on the basis of paft
speech category (noun, verbs, adverb, adjectives) t
belong. Varieties of algorithms are there to perfdhe
POS tagging like hidden Markova models, using
dynamic programming.
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1.7. Stop Word Filtering 1.11. Positional Feature

Stop words are the words which are filtered out  Positional value of a sentence is also extracted. A
prior to or after the preprocessing task genetttibye is  sentence is relevant or not can also be judgedtdy i
no specific rule on aparticular word to be stopdyat  position in the text. To calculate the positionebre of
is completely subjective depends upon the situation  sentence we are considering the following condition
our condition we considering words like a, an, inas
stop word and filters this word from the original f2

document. Stop word filtering is the standard filg 1,if sentence is the starting sentence ofeke

in text mining applications. f2 toe'xltf sentence comes in the middle paragraghs
1.8. Stemming f2 = 1, if sentence comes in the last of the text

Another important technique we need to apply is )
steeming. Steeming is process of bringing the woiits ~ 1.12. Term Weight
base or root form for example using words singtdam
instead of using the plural (using boys as boyjaéng
the ing from verb (changing doing to do). There are
number of algorithms, generally referred as stersimer
are there that can be used to perform the stemming.

This is another very important feature to be caossid
for summarization of text. Here by term weight we
simply mean the term frequency and its importafités
is the most standard feature considered in varnatsral
language processing tasks. The frequency hereeis th
1.9. Feature Vector Extraction term frequency which reflects the importance of@dv
in a document, it simply tells number of times aravo
appears in the text. The term frequency of a waitidbe
given by tf(f,d) where f is the frequency of therd@nd
d is text the document. The total term weight is

After reducing the density of document, the
document is structured into a matrix. A sentencérima
S of order n*v is containing the features for every

sentence of a matrix. For very informative , .
summarization we are extracting four features of acalculated by computing tf(f,d) and idf for a docmn

sentence of text document viz similarity with title Here idf refers to inverse document frequency which
relative position of sentence, term weight of words SIMPly tells about whether the term is common oera
forming sentences, concept-extraction of sentence@cross all documents. It is obtained by dividing tbtal
Sentence matrix row vector represents the sentenc@umber of documents by the number of documents
which is making the document and column vector containing the term and then taking the log of that
contains the entry for these extracted features. quotient. The idf is given by:

1.10. Feature Computation
1.10.1. Title Similarity

A sentence is considered important if it's simttathe
title of text document. Here similarity is considéron the ~ where, D is the total number of documentB: t[d, it is
basis of occurrence of common words in title and the number of documents where term t appears. Gtk t
sentence. A sentence has good feature score iasit h term weight is given by tf*idf which can be caldegd by:
maximum number of words common to the title. TH®ra
of the number of words in the sentence that oactitle . _ *
to the total number of words in the title helpscadculate tf*idf (,d.D) = f (t,d)*1df(t,D

. D

the score of a sentence for this feature. It isutated by: f3=1tf *idf.
f1=5n1 1.13. Concept Feature
t
The concept feature from the text document is

Where: extracted using the mutual information and windawin
S = Set of words of sentence process. In windowing process a virtual window igks
T = Set of words of title ‘k’ is moved over document from left to right. Henes
snt = Common words in sentence and title of want to find out the co-occurrence of words in same

document window and it can be calculated by following formul
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MI(w,,w ) =lo ZM
9w ) P(w)
where, P(w w)-joint probability that both keyword
appeared together in a text window.
P(w)-probability that a keyword wappears in a text
window and can be computed by:

[sw
P(w,)= ;
[swi
Where:
sw = The number of windows containing the keyword
Wi
|sw| = Total number of windows constructed frorax t
document

The sentence matrix generate by above steps is:

ST P Tw C

S2 f1 f2 3 f4
Snl ..
1.14. Sentence M atrix
Here sentence matrix S =(%,........ $) wWhere s=
(f, fopeennnnnn f4), i<= n is the feature vector.

1.15. Deep L earning Algorithm

The sentence matrix S =(%,........ s) which is the
feature vector set having element aswhich is set
contains the all the four features extracted foe th
sentence ;s Here this set of feature vectors S will be
given as input to deep architecture of RBM as lésib
layer. Some random values is selected as bjaghere i
= 1,2 since a RBM can have at least two hiddenrlaye

The whole process can be given by following equmatio
S= (q 'S e ,5)
where, s= (fi,fo........ fs), i<= n where n is the number

of sentences in the document. Restricted Boltzmann

machine contains two hidden layers and for themdeto
of bias value is selected namelytH:
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These set of bias values are values which are nalgdo
selected. The whole operation of Sentence matrix is
performed with these two set of randomly selectelde:
The whole operation with RBM starts with giving the
sentence matrix as input. Hergss........ § are given as
input to RBM. The RBM generally have two hidden
layers as we mentioned above.

Two layers are sufficient for our kind of problem.
To get the more refined set of sentence featur8d R
works in two step. The input to first step is oet sf
sentence matrix, S = (S,........ $), which is having
the four features of sentence as element of each
sentence set. During the first cycle of RBM a new
refined sentence matrix set:

During step 2 the same procedure will be applied to
this obtained refined set to get the more refirmttence
matrix set with H and which is given by:

After obtaining the refined sentence matrix frore th
RBM it is further tested on a particular randomly
generated threshold value for each feature we have
calculated. For example we select threshold #w a
threshold value for the extracted concept-featliréor
any sentence £thr then it will be filtered and will
become member of new set of feature vector.

Step 1.s,,5-+-,§

[f1,£2,£3,f4] [f1,£2,§3,4] [f1,f2,f3,f4]

N ! v
21:3”1("5)
!
s'=(3.5 %)
Step 2.5, ,§
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[f1f2,£3,f4] [f1f2,§3,f4] [fLf2,£3,f4] Where:
N i / Sc = Sentence score of a sentence
n S = Sentence
2s+h(H) Q = User query
' Wc = Total word count of a text

!

s"'=($.$.5) 1.19. Ranking of Sentence

. . This is the final step to obtain the summary oft.tex
1.16. Optimal Feature Vector Set Generation Here ranking of the sentence is performed on tiséshat

In the first part we have obtained a good set ofthe sentence score obtained in previous step. The
feature vectors by Deep learning algorithm. In fiisse  sentences are arranged in descending order oralie b
we will fine tune the obtained feature vector sgt b of the obtained sentence score. Out of these smgen
adjusting the weight of the units of the RBM. Tadfi  top-N sentences are selected on the basis of cesipre
tune the feature vector set optimally we use backrate given by the user. To find out number of top
propagation algorithm. Back propagation algorithsn i sentences to select from the matrix we use follgwin
well known method to adjust the deep architectare t formula based on the compression rate.

find good optimum feature vector set for the precis It is given by:

contextual summary of text. The deep learning étigor

in this phase uses cross-entropy error to fine tinee N = C x N
obtained feature vector set. The cross-entropyr daio 100

adjustment is calculated for every feature of thetsnce _
.For example term weight feature of the sentendiebei Wheie. _
reconstruct by using following formula: Ns = Number of sentences in document

C = Compression rate
= f logf’O- 1-f )og(1—-f’ .
[=2. f logf, 02, (1 ~f)log(~,)] 1.20. Result and Analysis

Where: The proposed approach deals with text
f, = The tvalue of V" word summarization based on a deep learning method. The
f, = The tvalue of reconstruction method that we proposed incorporates the RBM
algorithm for getting better efficiency. The perfaance
In this way all three features will be optimized. of the proposed approach is evaluated in the fatigw

section 1.21 onwards under different evaluatioteds.
All algorithms are implemented in JAVA language and

In summary generation phase, the obtained optimalexecuted on a core i5 processor, 2.1MHZ, 4 GB RAM
feature vector set is used to generate the exteacti computer.
summary of the document. For summary generatich fir
task is obtaining the sentence score for each rsemtef 1.21. Dataset Description
document. Sentence score is obtained by finding the ) i
intersection of user query with the sentence. Aftés The experimental evaluation of the proposed text

step ranking of the sentence is performed and itigd f SUmmarization algorithm is executed on different
set of sentences for text summary generation daefitiie documents. The documents are collected from spextifia

1.17. Summary Generation

summary is obtained. like data mining, software engineering. Multiplecdments
from each of the different domains are collected an
1.18. Sentence Score processed, since the proposed approach is basedltipie

Sentence score ratio of common words found indocuments. The data mining keyword is given in the
query of user and particular sentence to the tataiber ~ Google search and the top ten result is selectesltdp ten

of words in the text document. It is given by: results are stored as ten documents and givere tiedure
extraction phase to extract the feature vectorsil@ly, the
S = snQ document set for software engineering and netwgrkie

°we created and features are extracted.
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1.22. Evaluation Metrics 1.27. Performance Evaluation

The evaluation of the proposed text summarization The performance evaluation of the proposed
method is based three basic evaluation criterisee Th approach is discussed in section 1.27. The evaluati

different criteria are listed below. process is carried out in three different docunssis.
The response of the three document set regardieg th
1.23. Recall proposed approach is plotted in the following secti

1.28. The recall, precision and f-measure fortal three

dataset are calculated by varying different thrésho

values. The different threshold values are usedetdy

the responses of the proposed text summarization

algorithm under different condition. The threshaid

Recall = Sret ™ Skel selected from the RBM algorithm. Three filtering
ot threshold for each of the document set are used.

In theFig. 3 the response of the document set one is
the plotted. The document set consists of documents
regarding networking domain. The number of document
included in the document set is ten documents. The
1.24. Precision summary is generated with the help of the propderd

_ ) summarization algorithm. The maximum recall value
The ratio of retrieved sentences to relevant gptained for the networking domain is 0.429 fotefing
sentences based on the relevant sentences is géven threshold 1. Similarly the maximum precision value

Recall is the ratio of number of retrieved senteéndbe
number of relevant sentence. The recall is usedeasure
the reliability of the proposed text summarizatioethod:

where, §: and &, are the number of retrieved and
relevant sentences respectively.

the precision measure: obtained is 0.6 for threshold. The f-measure vakie
calculated according to the recall and precisiolueza
o Sei— Skl The maximum value obtained for the f-measure i9@.4

Precision = —¢ —= The aboveFig. 4 shows the responses of software

el

engineering related data documents. The responges a
different as compared to the first set of documenkte
1.25. F-Measure maximum recall and precision value for the current
dataset is giving as 0.342 and 0.83 respectivele fF
measure value can be listed as 0.469.

The response of the document set, which is retattfe
networking domain, is plotted in the abdrig. 5. Response
of the networking domain is also quite differeranfr all

The precision values and the recall values are
considered for finding the F-measure value for ttital
dataset. Thus the F-measure can be expressed as:

F 2x Recall x Precision other domains. From this analysis, it is clear tis
— measure: — . . . . s
Recall + Precision proposed text summarization algorithm is sensitivehe
data, which are inputting to the algorithm.
1.26. Feature Vector Extraction 1.28. Compar ative Analysis

The feature extraction result of the proposed multi We plot the comparative analysis of the performance
document summarization is explained in section .1.26 of the proposed approach and an existing methoth Bo
Here we have taken ten documents of similar topics the methods are triggered based on the deep lgarnin
input. The generated summary is then evacuated tisn  @lgorithm. The algorithm concentrates on the recall
summary available in the dataset by measuring gieei ~ values of the proposed approach and the existing
recall and the F-measure. The measurements are thefPProach. The recall values of both the algorittasen
calculated by using different percentage in summary on particular datasets have been taken here for the

comparative analysis.
The Table 1 represents the feature vectors extracted The Fig. 6 shows the comparative analysis of the

from the given set of documgnts. The representedproposed approach and the existing approach. The
values are listed baseld on the highest values gssde ecall values plotted in the above graph is takgn b
from the whole provided data. The values of four varying the threshold values from 0.5 to 2. Thelysis
features are plotted in the above table, respectithe from the graph shows that the proposed approach
specific documents. responds better as compared to the existing one.
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Document no: Paragraph no: Line no: Title value: siffan value: tf_idf: Concept:
2 0 1 0.888889 3.0 0.736645722 0.290139693
2 2 1 0.777779 2.8 0.730378687 0.655319108
2 2 2 0.666667 2.6 0.731382288 0.674829335
3 0 1 0.700000 3.0 0.694924858 0.213265682
3 2 3 0.800000 2.4 0.952361002 0.471023052
8 4 3 0.555556 2.4 0.489351427 0.182562528
8 5 1 0.444444 1.0 0.462419924 0.148672137
9 0 1 0.727273 3.0 0.724465870 0.219798458
9 5 2 0.545455 2.6 0.671540289 0.405503813

0.7

0.6

0.5 - >— ®

0.4 -

03 - =—¢—Tmeasure

0.2 - =fli—Recall

0.1 7 Precison

0
0.5 1 1.5
Thresholds

Fig. 3. Performance of networking domain

0.8 - l\.,_’—‘.

0.6 -
044 *//4_—. —.—FIHEESME
024 — == Recall
0= === Precison
0.5 1 1.5
Thresholds
Fig. 4. Performance of software engineering domain
1
0.8
0.6 -
=$=—Fmeasure
04
== Recall
0.2 4
=== Precison
0
0.5 1 1:5
Thresholds

Fig. 5. Performance of networking domain
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Fig. 6. Comparative analysis
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