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ABSTRACT

Weeds are among the most significant and costlyr@mwental threats in Australian agriculture. Weeds
compete with crop plants for moisture, nutrientsl annlight and can have a detrimental impact o cro
yields and quality if uncontrolled. The distributiosize, density and species of the weeds are often
heterogeneous in the cropping land. Instead obumify spray the same type of herbicide to the wifalm
land, selective spray can reduce the herbicideeutizayefore can reduce the serious problems ofdieeb
resistance, soil damage and food safety. This stiedgribes a weed mapping method which could bé use
for broadacre no-tillage fallow weed managemene Wked maps have the potential to be used as pdwerf
herbicide prescription maps for spot spray. The dveeapping is realized by the machine vision
technologies which including image acquisition, gaatitching and photomosaic processing. The sagpli
points are continuous and the interpolation metlavdsused at the minimum levels. The experimenttres
shows that this weed mapping method can map weaef limited conditions.
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1. INTRODUCTION Weed map can be used as a powerful tool to help
understanding the distribution of weeds and moimitpr
Weeds often grow in aggregated patches of varyingthe spread of established weeds and the effectbsenfe
size or in stripes along the field borders and gldre control programs (Gutjahr and Gerhards, 2010;
direction of cultivation. It has been recognizeddely Slaughteret al., 2008). Weed mapping could also be
that there are financial and environmental bendfim used to create a prescription map for a spray tipera
spraying only weed patches, rather than the efidlds (Greg, 2001). Mapping weed distribution prior to a
or by adjusting application rates according to weedweed control program and then mapping in the
density (Cepl and Kasal, 2010; Gerhards, 2010; Retv =~ subsequent years will provide an indication of the
Cousens, 2001; Sharif and Mollick, 2013). Land program’s effectiveness.
managers should set weed management prioritiesebefo ~ More than half of the Australian cropping area is
taking the action of the weed control. The weedtrmdn  zero-tillage or no-tillage (Edwarda al., 2012) and the
plan can be made based on the information of tredsse most commonly used weed control method in no-tdlag
including the location, density, species and size. fallow land is to uniformly spray the same type of
Weed mapping is a valuable tool for optimizing herbicide regardless the spatial population ofvtleeds
resource utilization in the management of weed (Beckie and Tardif, 2012). Using weed mapping metho
control efforts. to realize site-specific weed manage and selesjvay
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in the no-tillage fallow is significant. Howeveretiasks ~ automatically and continuously determine in-field
of collecting the necessary data and making weegsma variation of weed seedling populations were deedop

to meet weed management objectives while remainingrrom the view of the data collection platforms, theed
accurate and cost effective are quite challengitigere mapping methods can be categorized into two types:
are many weed mapping methods have been developegmote weed sensing and ground based weed sensing o
in the previous researches, however it still lagksoper  g|led proximal weed sensing.

weed mapping approach which can accurately and The remote sensed images can be acquired by
efficiently map weeds for the weed management & th ircratt UAV (unmanned aerial vehicle) and satelli

bro_?gacrebno-t;!lage <:fr0fhping lands. d hois t platforms (Samseemourgy al., 2012; Swanson, 2010;

€ opjective 0 € proposed research IS 0Thorp and Tian, 2004). One of the main advantades o
develop a proximal Machine Vision System (MVS) o . . .
remote sensing is the speed at which weed infestati

for off-season weed mapping in broadacre no-tillage b ted. whil i ina h h
fallows. The developed weed maps would provide maps can be generated, while Temole sensing have
limitation to capture higher resolution image for

accurate density and distribution information o€ th ’ i -
weeds in the field therefore the weed maps could bedetailed data analysis. The typical weed sensors fo

used for more efficient weed control management at'€mote sensing are multi-spectral meters or hyper-
reduced herbicide usage. The structure of thisysted SPectral meters and CCD cameras. The resolutidmeof
organized as following: Section 2 reviews and images captured at the different platforms from
compares the existing weed mapping methods. Sectiosatellites to UAV is 4 to 1 m approximately at the
3 introduces the material and methods used in thisaltitude of 680 to 1 km. Some smaller size and low
proposed research. The weed mapping methodsltitude UAV can grab images at the altitude otd@0
include three aspects which are image acquisition,m with the resolution of 5 to 10 mm (Himstegtal.,
image stitching and photomosaic processing t02012; Lopez-Granados, 2011; Samseemoangl.,
provide the necessary information on the weed maps2012; Suiet al., 2008). Another disadvantage of remote
Section 4 discusses the result of the proposed weedensing is that the platforms such as satellitaimraft
mapping method and section 5 presents the conalusio 5re heavily dependent on the weather conditioraut!
and future works of this research. cover, atmospheric distortion). The timing windof o
1.1. Literature Review of the Weed Mapping data acquisition and delivery to the end usersctbel a
M ethods few days or weeks (Lopez-Granados, 2011).
) ) A finer resolution of the sensor, however, is reedi

Weed mapping includes two aspects: datai, getect lower density weed population and smaitez
collection and data processing. Data collectiomis ;eeq seedling. Therefore, many proximal weed sgnsin
series of works including taking photos of weedd an ethod were developed to detect weeds in the near
recording weed species, growing stage and positionrange_ Tang (2002) developed a MVS to map weeds and
Data processing involves the works of processirg th crops using a 3-CCD camera. The camera was mounted
collected data and presenting the processed ddtein gt g height of 3.35m with the resolution of 2x2 rand
manner of weed maps. the FOV 1.3x1 m. The images were taken with the

Traditiona”y, data collection or called weed Sa“m@l chemical sprayer moving forward at the Speed ofktn6
was done manually, using random sampling techniquesy™. Gerhards and Christensen (2003) used three Idigita
by a weed expert walking through a field. The et@er bi-spectral cold mirror cameras mounted in the tfroh
were equipped with cameras and GPS and the weesl maphe sprayer to detect and mapping weeds. The images
were made by inputting the collected data into Ga@oigic ~ were taken every 2 meters when the sprayer wasngovi
Information System (GIS). The manual approachlisia  at a speed of 7-8 kni*h They built up herbicide treatment
intensive and expensive therefore the measurensgats map based on the collected data and the weed ngpppin
reduced to a minimum which may lead to an ovemaieu also helps to understand weed-crop interactions and
estimation of weed competition (Horstmeier, 1997; population dynamics of weed species through mase th
Nashiki et al., 2006; Rew and Cousens, 2001). Recently,ten years study (Gerhards, 2010; Gerhatdal., 1993;
many precise and powerful weed mapping techniqoies t Gerhards and Oebel, 2006). A proximal weed mapping
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system was developed by Safial. (2008) to measure of an idealized patch sprayer, which could deteat a
weed intensity and distribution in a cotton fielfhe spray all units of area containing G. aparine gaAt a
system includes WeedSeeker PhD600 sensorse(3li resolution of 4 m 85% of the field would be sprayat
2008) and a GPS receiver with the dynamic position1l m resolution only 41% would be sprayed, whil® &t
accuracy of 0.1-0.3 m. The travel speed of theyggra m resolution only 26% needed herbicide application.
was about 9.7 km "h and data were collected every Beside the platforms and the sensors, another
second. The weed mapping system was evaluated in anportant factor which determines the accuracyhef t
commercial cotton field over 2 years and the tesuit weed mapping is the interval of the sampling points
showed that this weed mapping system had provided @nd the interpolation methods. No matter what type
useful tool for weed control project. Wiles (2011) weed mapping methods, to collect continuous and
developed a software to quantify weed cover inofall ~ precise data is one of the most challenging isslres.
fields with digital images. The camera was mourdad ~ most studies, discrete weed mapping was applieal in
a vehicle with 1.2 m above the ground to collecages  regular sampling grid. The field between the grid
with the resolution of 2048x1360 pixels. The driyin points may remain unsampled and interpolation
speed was 8-11 knmihand images were acquired every techniques are used to estimate presence or deatsity
4s so images represented approximately 1.0 squaréhe unsampled area. The assumption is made thhein
meter and were taken 8 to 6 meters apart. GProad-scale trends, the widely spaced samplingtpoin
coordinates were collected continuously at 2 seca@re continued between sample locations. Interpmiati
intervals while images were collected. A map can bemethods used for weed mapping include linear
generated from 1000 images and 5000 GPS coordinate§iangulation, polynomial and kriging interpolation
in 30 min. Weed cover was estimated with 90 to 96% (Rew and Cousens, 2001). While the interpolatioa is
accuracy for images. Zharg al. (2012) investigated tradeoff between the_accuracy of the weed map had t
the effects of the weed seasonal variability byumi> ~ SP€ed of data collection, the patches of weedsrdogu
level weed sensing and mapping using hyperspectraP€tween sampling points are often missed and ewen t
images in the visible and NIR range (384-410 nm). most advanced mathematical mt_erpolauon methodls wi
With the image acquisition rate set at 7 frames’sec NOt b€ able to compensate for this.
and moving speed of 36 mm §&che camera was set In summary of the literature review of the weed
up to have the field of view 2.5 mm (in the travel Mapping method, there are wide range of weed
direction) by 108mm (across the seed line) at alitei MapPPing methods have been developed and the type
of 203 mm. The camera scene was illuminated by a°f platforms, weed sensors, resolution, samplirgesp
controlled light source. The disputed regions by and sampling interval and the interpolation methoa
various weed species were presented as weed mapSlUite different. The weed mapping methods chosen to
Silva Junioret al. (2012) developed a machine vision create the map are often be influenced by the end
system to map the weed density in a 0.8 hectareises, the target species and farming system. Tibere
experimental field. They used both colour and neartradeoff between the accuracy, the speed and tse co
infrared cameras with the resolution of 480x640 when choosing the weed mapping method. For the
pixels and have the field of view 4.9x6.5 m. Images Weed management of the no-tillage broadacre
were taken every 6.5 m approximately. cropping land, it lacks suitable weed mapping
The platforms and the sensors play the importantmethods which can accurately and efficiently previd
role for weed mappingTable 1 makes a summary of weed distribution information in the fields. Thepga
the commonly used platforms and sensors for weedexist on three aspects. Firstly, it lacks of propeed
mapping in the recent researches. The platforms andensing and data processing methods to distingbesh
the sensors decide the quality of the data and theveeds from the no-tillage background. Secondly, the
resolution of the weed map. Resolution directly sampling speed is too slow to meet the requirements
decides the quality of the weed mapping. Studieeha of the broadacre farming fields. At last, the resioln
demonstrated that the potential infestation or é¢arg of the data is not fine enough to provide necessary
area decreases greatly as the resolution becomess fi detail information of the weeds. This proposed
Wallinga et al. (1998) estimated the herbicide usage research focuses on fill the gaps in the three@aspe
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Table 1. Platforms and sensors for weed mapping

Plat form Speed Sensors type Wave band (nm) Asitud Spatial resolution

Satellite N/A Multi-spectral 450-900 451-680 km 4-6m

Plane N/A Hyper-spectral 1.9-300 1.5-3.8 km 1-4m

Plane N/A Multi-spectral 400-900 1.3-1.5 km 0.3m

UAV N/A Multi-spectral 490-800 0.15 km 0.15m

UAV N/A CCD camera 440-700 10to 20 m 5to 10 mm

Ground vehicle 0.6km™ CCD camera 440-700 3.35m 2 mm

Ground vehicle 8 kmh CCD camera 440-700 1m 1-2 mm

Ground vehicle 9.7 kmh optoelectronic Active light 0.5t01m Non-imagin
sensors 700 to 1500

Ground vehicle 36 mm séc Multi-spectral 380-810 0.5m 0.31 mm

Note: 1 to 4: (Himstedtt al., 2012; LOPez-Granados, 2011; &ual., 2008), 5: (Samseemoumrgal., 2012), 6: (Tang, 2002), 7:
(Gerhards, 2010), 8: (Sdi al., 2008), 9: (Zhangt al., 2012)

2. MATERIALSAND METHODS 2.1. Image Acquisition

In the previous works of Liet al. (2013), the cold
mirror system was used as weed sensor for image
acquisition. With the purpose of making the MVS lwor
reliably in the natural farming environment, theldco
mirror system was replaced by the JAI AD-130GE
camera. AD-130GE is a prism-based 2-CCD progressive

sensing method using machine vision system and thé'€2 Scan camera capable of simultaneously cagturin
result shows that there are no green plant segtiemta ViSible and near-infrared light spectrums througie t
methods, which have been developed in the previou$@Me optical path using two individual channdtgg(
researches, are suitable for the detection of gpémts ~ 1)- The first channel has a Bayer mosaic colour Enag
in the no-tillage farming environment under theunat  that captures visible light at 400 to 700 nm, whie
sun light conditions. A new green plant image secon_d channe! has a monochrome sensor for gaq;)tunn
segmentation method called Hue-NIR-R method hasn€ar infrared light at 750 to 1000 nm. The images
been developed by the authors in the previous worksfrom the two channgls are pairwise registered. The
Hue-NIR-R method uses the combination of the irglice C@mera can capture images at the rate of 31 frames
of hue in HSI colour space, red in RGB colour spaog ~ S€cond with the full resolution of 1296 (h) x968.(v
near infrared to separate the green plants from thelNe lens LMANC3 is a wide angle lens with the angle
background and the experiments shows that thisodeth Of view 64.5x49.2 degree. The focal length is 4 mm
is more suitable for the no-tillage background. Bwe ~ @nd the iris range is 1.8 to 16. In natural outdoor
detail information of the Hue-NIR-R method for gnee lighting conditions, direct sunlight could causeamt
plant segmentation, the readers can refer theqatilh ~ €aves with glaring surfaces thus causing saturated
of Liu et al. (2013). At the current stage, the specific Pixels (Tang, 2002). A polarizing filter was useal t
objectives include three aspects: (1) Develop aagen reduce part of the glare. The AD-130GE camera and a
acquisition method which is suitable for the braada notebook were connected to a Gigbit switch through
cropping land with no-tillage background and diéfer the Ethernet cables. JAI SDK software combined with
sunlight conditions. The speed of the image actioisi ~ Matlab 2012b image acquisition tool box were used
should be quick enough to meet the requirementseof ~ for data collectionKig. 2).

broadcare cropping land. (2) Develop an imagetstit: The images were collected on 20 May, 2013 and 01
method to stitch the collected images to high rggm  Aug, 2013 in Roseworthy test field in South Aus&raind
photomosaic which can give overall view of the qiog both of the days were sunny. The camera was moonted
lands. (3) Develop an image analytical method axess @ frame which was fixed on the top of a vehiclesfaswn

and analyse the high resolution photomosaic ansepte in Fig. 2 left. The height of the camera was place at 2.35m
the necessary information of weed on the weed mapand lens was orthotropic to the ground. The fidlé&ield
This section presents the weed mapping methodseof t Of View (FOV) was 2965x2151 mm and the pixel
three aspects in detail. resolution was 2.29%2.23 mm.

The objective of the proposed project is to develop
proximal Machine Vision System (MVS) for off-season
weed mapping in broadacre no-tillage fallows. la tio-
tillage cropping land, beside the soil, the backgb
also includes plenty of straws, gravels and other d
plants. The authors studied most of the proximatdve
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Fig. 2. AD-13GE mounted on the frame and the FOV

The parameters need to be adjusted during imageesponse to different exposure time and iris, the
acquisition are focus and exposure time. Focus teed exposure time was adjusted manually during image
be adjusted manually before the starting of thegiena acquisition depending on the weather condition.
acquisition. AD-130GE supports the exposure time However the parameters would be automatically

from 11.49 us to 31760us and it support auto expposu adjustable once the research scheme is fully
functions. For the purpose of check the image developed.
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The image acquisition speed was set to 5 and 10estimated by using the value of the pixels in #ference
frames sec at different tests. For the purpose of image image and target image.
stitching, it needs approximately half of the aejaic Image registration is the core task of image stiigh
frames to be overlapped from each other therefoge t algorithm and it covers 1 to 4 steps of image Isiitg
maximum image acquisition speed at 10 Hz is 38.7 kmalgorithm. Image registration is a method of algntwo
h™*. The vehicle was driven at the speed of 5, 103thd images into the same coordinate system, so that the
km b to test the image quality. At 30 knittthe image ~ @ligned images can be directly compared, combimet a
quality decreases slightly with blur. The captuvisible ~ @nalysed. Image data may be multiple photograpits, d
videos and near infrared videos were saved on tiskd ~ from different sensors, from different times, oorfr

in uncompressed AVI format for further processing. different viewpoints. One of the images is referteds
the reference image or the base image and anaotiagrei

2.2. Image Processing to Make Weed M aps is referred to as the target image or the sensedjgm

. . . Brown, 1992; Goshtasby, 2005).

22.1. Introducyon_ of Image Registration and ( Image registration aléorithm; can be classified int

Image Stitching feature-based and area-based (Goshtasby, 2005)rd=ea

Tang (2002) and Tang and Tian (2008) developed abased methods establish a correspondence between a

MVS to measure the plant spacing uniformity by gsin humber of salient features such as closed-boundary

the image stitching method and this method indicater®gions, edges, contours, line intersections, csrne

the possibility that image stitching method could b Knowing the correspondence between a number of

used for mapping weeds in an accurate way. There arSalient . features in images, a .transformanon isn the

wide image stitching methods developed in the recen détermined to map the target image to the reference

years and it is necessary to make an introduction o

images, thereby establishing point by point
the image stitching technology. However this tojsic correspondence between the reference and targgegma
too big to be covered in this study therefore sgtisdy

(Goshtasby, 2005; Myronenko and Song, 2010). Featur
provides only a brief review of the image registrat based maiching methods are typically applied wien
and image stitching technologies.

local structural information is more significantath the
Using the image stitching technologies, images Camlnformatlon carried by the image intensities. Tladpw
be ‘stitched’ into a seamless photomosaic which lman

registering images of completely different natunel @an
used to produce digital maps, satellite photos andhandle complex between-image distortions. The commo
beautiful ultra wide angle panoramas. Based on the

drawback of the feature-based methods is that the
review, the procedures of the image stitching aigor respective features might be hard to detect orabtestin

are summarized to five steps: (1) Feature detegimh M€ The crucial point of all feature-based matghi
description; Salient and distinctive objects (ctbse methods is to have discriminative and robust featur

boundary regions, edges, contours, line intersestio descriptors tha_t are invariant to all assumed |(diﬁees_
corers) are manually or automatically detectede Th Petween the images. Area-based methods, sometimes
information of the neighbourhood of the detecteatifee  Called correlation-like methods or template matghido
points are described as the form of descriptorschvhi ot neeq the step of feature detection. Insteacktohcting
make the feature points distinctive from each ot(@y  the salient features, these methods merge therdeatu
Feature matching; the pairwise correspondence leetwe detection and matching processes. The correspoesienc
the two set of points using the descriptors offémures  are calculated using a predefined window or even th
will be determined in this step. (3) Image transfor whole image. The classical region-based methods, li
model estimation; The type and parameters of the socross-correlation or the Fourier transform, areetlasn
called mapping functions, aligning the target imaggn matching of image intensities (Fan, 2011). From the
the reference image, are estimated. The paranefténs geometric point of view, only shift and small ratat
mapping functions are computed by means of thebetween the images are allowed when using areatbase
established feature correspondence in step 2.nfdpeé  methods. Feature-based methods are often used in
transformation; the reference image and targeténag  applications where the images contain enough detalt
transformed into a same coordinate by the meankeof are distinctive and easy to be detected. Howevehei
mapping functions. (5) Image interpolation and imag image is not rich in detail, or the detail is unghand hard
blending; the values of the pixels in the stitcimelge are  to be detected, one may resort to area-basedtalgsti
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In this proposed research, because feature-basedorresponding

image registration is more robust to image rotatod
distortion and the images used have distinctivéufes,
the feature-based image registration is selectedhi®
image stitching algorithm. Bast al. (2008) presented a
novel scale and rotation-invariant detector ancide®r

triangular regions in the images.
However, not all the matched points can be usedhier
model estimation because local descriptor matchiag
produces false matches. The Random Sample Consensus
Algorithm (RANSAC) proposed by Fischler and Bolles
(1981) is a general parameter estimation approach

called SURF (Speeded-Up Robust Features). SURFdesigned to cope with a large proportion of outlierthe

method is of combination of feature detection azatire
description. SURF can distinguish invariant feasure

input data. RANSAC is capable of interpreting and
smoothing data containing a significant percentafe

from images that can be used to perform reliablegross errors and is thus ideally suited for apfibes in

matching between different views of an object ansc
and it outperform the previous feature detectionl an
feature description methods including phase-baseal |

automated image registration based on the datadeav
by error-prone feature detectors. lteratively, RAXCS
picks a random subset of matches from the putative

features (Carneiro and Jepson, 2003) and SIFT (Lowematch list and a transform model can be built upeda

2004; Mikolajczyk and Schmid, 2005).

on the matches. Then, the transform model is tested

With the matched feature points in the referenceagainst all the other correspondences in the petati

image and target image, the image transformatiodetno
which defines how the target image is transformed t
align with the reference image, can be built upe Th

match list. Correspondences that fit the model are
considered as hypothetical inliers. Those that dbfib
are considered as hypothetical outliers. After »edi

image transformation model is defined by a mappingumber Qf iterat_ions, _the model with highest numabker
function which can be simply expressed as a matrixhypothetical inliers is selected. A disadvantage of

multiplication (Dubrofsky, 2009). The mapping fuioct
of affine transformation, which is one of the most
common image transformation types, can be defised a

X| |aq1 &p s
Y=l @ a3
1 0 0 1
Where:

&1 &2 g
a1 p
0 0 1

=T

where, (X', y) is the position of the pixels in eh
reference image and (X, y) is the position of thelg in
the target image. The 3x3 matrix T is a parametdchv
defines the type of the mapping function. Now the

problem of image model estimation is broken down to

find the image transform parameter T.

RANSAC is that it may require many iterations befdr

can find a correct hypothesis (Bhattacharya and
Gavrilova, 2012). Torr and Zisserman (2000) devetbp

a new robust estimator called Maximum Likelihood
Estimation Sample Consensus (MLESAC) which is a
generalization of the RANSAC estimator. It adopts t
same sampling strategy as RANSAC to generate
putative solutions, but chooses the solution that
maximizes the likelihood rather than just the numtfe
inliers. It is demonstrated that the method gives t
results equal or superior to those of the previous
approaches. The MLESAC is selected as the image
transform model estimation method in the automatic
image stitching algorithm. The MLESAC can find the
image transformation parameter T. With the matrix T
the target image and the reference image can be
transformed into a same coordinate.

2.3. Automatic Image Stitching of
Images and Binary | mages

Section 3.2.2 introduces the algorithm of the
automatic image stitching of the colour images #rel

Colour

There are many techniques are available that carbinary images. The Matlab 2012b image processinf to

estimate the transform model based on the matchedhox and 2013a computer vision tool box are used for
points on two images such as minimum spanning treesmage processing. The saved video frames of visible
(Zahn, 1974) and convex hull edges (Goshtasby andmages and near infrared images were further pseces
Stockman, 1985). Goshtasby (1986) develop a mappingo make the photomosaic. When images are taken with
method which is outperforming the previous works by wide-angle lenses, it is often necessary to moees |
dividing the images into triangular regions thelinaar distortions such as radial distortion. This kind of
mapping function is obtained by registering eacin pi  distortion can be rectified by the corresponding

1809
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rectifying functions (Woodst al., 1993). LM4ANC3 lens DRy, where k = 1,2, 3...n, n is the total number of

has the in-built function that eliminates the fishe feature points of the reference image. The tas& find

distortion and the distortion is less than 5%. By the DR which matches to DI Each feature point has a

observation of the images, it is found that thstatition corresponding descriptor which is a 64 dimensiator

can be ignored. therefore the descriptor of QTcan be presented as
The developed algorithm can automatically stitch DTy(1), DTy(2)...DTy(64) and the descriptor of QRan

both of the colour images and the near infraredgesa be presented as [RR), DR(2)...DR(64). The

into two high resolution photomosaic. The procednire  Euclidean distance E of Q' Bnd DR is:

the image stitching algorithm including 6 stepscadiésd

as below and the flow chart of the image stitching \/64

E=

algorithm is shown ifFig. 3. Z(DTl(i) -DR(i))?
Step 1: Feature Detection and Description =
The first frame in the visible video is selected as where, k =1,2.n is the number of the feature points.
the reference image and the next frame as thettarge If the number k feature point of the reference imag
image. SURF method was applied to both of thereturns the minimum value of E, the number k featur
reference image and target image to find the featur point of the reference image matches to the feature
points. Maltlab detect SURF Feature and extractpoint of the target image. Use the same methodntb f
Features are two functions to implement the SURFall the putatively matched feature points of thiemence
method. The function returns the feature descriptor image and target the image.
which are vectors with the length of 64. The
descriptors include all the information includiniget
position, direction and neighbourhood intensity  Image transform model estimation is realized by
information of the detected features. the estimate Geometric Transform function of Matlab
The feature point searching in the reference iniage This function is an integration of the image mapgpin
limited in a predefined region which is at the twipthe method developed by Goshtasby (1986) and image
reference image and the size of the region isite®  transform model estimation method developed by
single video frame. This has two advantages. Firtle Zisserman and Hartley (2003). The function retusns
predefined region is the maximum possible overéggion transformation structure TFORM which is the
and all the matched feature points in the referémegie ~ Parameter defines the mapping function of the
should be located in this region. Instead of seéagcthe ~ reference image and target imadég. 4 shows an
feature points in the whole reference image, jistiearch ~ €xample the putatively matched point in step 2 ted
the feature points inside the predefined regionemake  [Nliers after image transform model estimation.
feature points meaningful. From another aspectthall Step 4: Image Transformation
computation of the feature searching is limitedtle

Step 3: Image Transform M odel Estimation

predefined area which is a constant size therdfotan Once the image transformation model has been built
reduce the computation time. up, the target image can be transformed to thedauate

of the reference image by using the imtransform
Step 2: Feature Matching function. Imtransform function can transform theaie

This step is to find the putatively matched poiots to a new coordinat_e according t_o the transfo_rmation
the reference image and the target image. Euclidear?trucwre TFORM. First of all, the imtransform ftion
distance matching is a popular point matching metho in Matlab and the TFORM structure are used to
for image registration. Euclidean matching methiodd  transform the target image to the coordinate of the
the Euclidean distance between the two N dimensionreference image. Now the two images are in the same
feature point vectors and the sum of all such dizta  coordinate while the pixels of target image maysiulét
for a given pair of images gives the overall image the coordinate of the reference imageg( 5a). A new
proximity measure. The lower the sum, the greatehé  coordinate which can hold both of the referencegena
image match (Chewt al., 1997). and the target image is built up and the referemase

Let the first feature point in the target imageE, and target image are transformed into the new atdin
and the number k feature point in the referencaerize  as shown irFig. 5b.
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[ Image acquisition |

Visibleimages NIR images
v v
| Save on hard disk (AVI videos) | | Save on hard disk (AVI videos) |
Reference image and p . q
target image Reference image an
(visible) I} ! target image (NIR)

> |I_mage segmentationl

Descriptors of reference
image and target image J

Use Euclidean method to find
the matched featured points
Reference image
Matched feature and target image
points J (Binary)

I Transform model estimation

Best TFORM
W

W
| Image transformation of colour image and binary images

All frames
stitched?

l Yes

Save the colour photomosaic and
binary photomosaic to hard disk

Fig. 3. Flow chart of the image stitching algorithm

Fig. 4. Outliners and inliers of image transformation restiion
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Target image _ Larget imagd
Reference Reference
image image
v v

@) (b)

Fig. 5. Transform the images into the same coordinate

Step 5: Image I nter polation and I mage Blending developed by Liwt al. (2013) in the previous works. With
the TFROM structure which has been calculated usiag
colour images, the same method can be appliedtéh st

tched oh . d th hnoloa al two binary images together and the stitched binary
stite de P otomosafl]c an ft (_esle techno Qg'e‘:‘] a }AS# dphotomosaic matches the colour photomosaic pairwise
used to remove the artificial seams in the stitche After this, the two colour images and the two

photomosaic. There are many image interpolation and,,resnonding binary images obtained from the Hue-
image blending technologies available and depending g g green plant segmentation method are stitcFed.
their co_mpIeX|ty, the more accurate the more stitching the next video frame, the stitched images
computation they need (SpecTIR_, 2(.)13)' _ . . used as new reference images and the next frarees ar
The purpose of the_ image stitching algonthm ”Sth' new targets images. This procedure is run in a lodp
proposed .fese%“?h is to make a high reSOIUtlonaII frames are stitched. At last, one high resoluolour
photomosaic which can be further processed to ptese photomosaic and one high resolution binary photaicos

the information of the weeds, hence the pixle's . _. -
geometrical position in the stitched photomosaic is Is stitched and saved in .png format for furthexcgss.

critical while the visible seams in the photomosiacnot 2.4, Photomosaic Processing to Present the

In short, the image interpolation and image blend
decide how the colour or grey level is presentethin

affect the accuracy of the weed map. In this athonj Weed Distribution
the intensity value of the pixels in the overlagpin ) . )
regions is the value of the pixel of the refereimage. The stitched colour photomosaic and binary

Even though this algorithm could leave visible ssam  photomosaic provide a convenient way for image
the stitched photomosaic, it is computation effitiand processing, analysing and representation. The image
keeps the original information of the videos. processing and analysing are implemented in tharpin
e . photomosaic and the results are presented in tloairco
Step 6: Stitch Binary Images photomosaic. The weed are presented as white igion

One of the new features of the developed imagethe binary photomosaic therefore the weed mapyzisk t
stitching algorithm is that it can automatically dan is to find all the position of the white regions ihe
simultaneously stitch both of the colour im.age dnel binary photomosaic and show the relative informmatio
binary image. The developed algorithm can gendvate  the colour photomosaic. The photomosaic processing
high resolution photomosaic, one is colour photaimoand ~ methods all depend on the user’s requirements laad t
another is binary photomosaic. These two photoradsai  specific conditions of the farming fields. The die
used interactively to compute and present therimdition of processing methods are not covered in this studhjlew
the weeds and this will be introduced in 3.2.3. as an example, section 4.3 discusses the photoenosai

Firstly, the reference image and the target image a processing method to make the weed maps. The whole
processed to generate two binary images using tlee H procedure of the photomosaic processing work can be
NIR-R green plant segmentation method which has bee summarized as theig. 6.
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Process the binary photomosic to calculate
necessary data: Boundary, centroid

|

Show the information of weeds on colour
photomosaic in cartesian coordinate

Further processing to make different layers

Transform the cartesian coorinate to the
geographical coorinates

Fig. 6. The procedures of processing the photomosaic to
generate weed maps

3. RESULTSAND DISCUSSION

3.1. Evaluation of | mage Segmentation Algorithm

The algorithm of image segmentation has been
developed in the previous work by Létial. (2013). This
image segmentation method is compared with otheeth

compared with the manually processed images templat
and the result is show irrig. 7-9. The manually
processed template is a weak tool for the evalnadio
the error, however the primary error can still be
quantified in the dominant type error.

The type 1 error of Hue-NIR-R method is less thém 5
which outperforms the other methods. The type @reaf
the Hue-NIR-R method is less or equals the othexeth
methods. In the images with the uniform sunlight
condition (image 1 to image 5), the total errotef Hue-
NIR-R method is less than 10% which outperforms the
other methods. For the image 6, all the methods hav
higher total error because part of the image hasash.
The partial shadow significantly decreases the émag
quality due to that the shadow area in the imagkslaf
proper exposure. The objects in the shadow have no
information for the image segmentation which caubkes
errors. Some specific algorithm could resolve trablem
of the partial shadow (Golchgt al., 2013), however with
the consideration of the computation time, usirtdical
illumination which can provide uniform light densiin
the field of view of the camera is more feasible.

3.2. Evaluation of the Image Stitching Algorithm

Image stitching algorithm plays the most importahs
of this weed mapping method. The imaging stitching

methods which have been widely used in the existinga|gorithm uses feature-based image registratiorhadet

researches, they are: (1) NDVI method using NDde
This method has been widely used for remote grégert p
sensing (Gonzoearth, 2011); (2) NIR-R method ufiieg
index NIR-R which is the intensity of red subtratcfeom
the intensity of near infrared. This method wasdulg
Gerhards and Christensen (2003) to successfullythreap
weeds; (3) Hue method using the index of Hue, whiah
used by Golzarian (2009) for no-tillage wheat crop
monitoring. Six sample image3 dble 2) are chosen to
present different background and sunlight enviramse

therefore the number of the matched feature points
determine the reliability of the weed mapping. heak if

the algorithms can detect enough feature poinsjrg@ges

are selected as sample images and the imagearated
into four groups to present four different types of
conditions. Each group include 50 images which are
sequenced video frames. The background of thegficatp

is soil (includes less dry plants), the second gissoil and
gravels, the third group is dry straws and the dastp is

dry straws and shade. The 4 groups of image dohesdi

All the image segmentation methods use the Otsu'sintg 4 photomosaic and the number of the putatistched

method (Otsu, 1979) to automatically find the thodd
and generate the binary images.

The segmented results are compared using both th
visual perception and the type error estimatiore &tror
types used are defined as type 1 error and typea? e
and this error evaluation method has been usecitfois
and crop detection (Golzarian, 2009; #i al., 2011,
2012). Type 1 error is defined as the probabilitythe
background pixels being classified as the weedpeTd/
error is defined as the probability of the weedmde
excluded as the background pixels. The total asrdine
weighted sum by the foreground and background
respectively. The automatic segmented
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feature points after feature matching and the nuralbe
inliers after image transform model estimationraeorded
@nd the results are shownrFiiy. 10 and 11.

Figure 10 shows that for each stitching, there are
4000 to 10000 putatively matched feature points lman
found andFig. 11 shows that after image transform
model estimation there are less than 90 inliers Tie
image transformation model estimation needs the
minimum 3 inliers therefore if the inliers less itha the
image cannot be stitched. This curve can explaé th
testing result. In the testing, the first two graupages
(red and green curve) can be stitched properlyenthié

images ardast two group images (yellow and blue curve) thile
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Table 2. Sample images for the evaluation of the image setatien methods

Image 1: Weather: Sunny
background: Soil in brown,
few dry weeds

R

Image 4: Weather: Sunny
Background: Sall
and dry straws

Image 2: Weather: Sunny ag3: Weather: Sunny

Background: soil in broand dark, Background:
few dry weeds . soil and gravels
o 43 = 1 1

iy L' \ '.: o " %

génBa Weather: Sunny
Background: Soil in brawn colour,
part ofithege have shadow

Image 5: Weather: Sunny
Background: Soll
in brawn and dark colour

40

Type 1 error (%)

100

Type 2 error (%)

10
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Type 1 emror

: i | =—w= Method: Hue-NIR-R

: i __| ==& Method: Hue

==+ Method: NIR-R 4
Method: NDVI

Image number

Fig. 7. Type 1 error

Type 2 error

T T T T

: : i ——w— Method: Hue-NIR-R  [4°
i ——&- Method: Hue

i —=4—Method: NIR-R
; Method: NDVI

Image number

Fig. 8. Type 2 error
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Checking the numher of the matched feature points

Stitching times

Fig. 10. The number of the putatively matched feature [goint
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Fig. 11. The number of the inliers after image transfororagstimation
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Since enough putatively matched feature points cancolour photomosaic can be processed to make three
be found in all the four types of images, one of th layers of the weed maps. Layer 1 is the binary weefd
possible reasons could cause ill image transforrdeino  which gives the clearest information of the weealite
is the distribution of the feature points in theagms  pixels) against the background (black pixels). ra¥és
(Yan et al., 2006). Good feature points should scatter the colour weed map which provides the true scerwri
evenly on the whole image while if the feature p®in the cropping land in colour images. By the processif
gather to clusters in certain regions of the imégeguld the binary photomosaic, many detail informationtioé
lost accuracy for image transform model estimation. weed can be found such as the boundaries and the
order to observe the distribution of the featurén{s centroids of the weeds and these important infdomat
four images are randomly selected from the fouesypf can be shown in the colour photomosaic. Layer 2
groups and the inliers are marked by different goko provides users a convenient way to check the dmtect
show the distribution the inlier&ig. 12). weeds in the colour photomosaic. Layer 3 is thedwee

Figure 12 shows that if the images have the density map which shows the density of the ‘green’
background of soil with few dry plants and gravete each grid with a certain size. The example showrign
inliers scatter evenly in the whole images and this 13 has the grids with the size of 23x23 cm whichlise
contribute to the higher possibility of the righthage to the range of spraying of the herbicide nozzkeydr 3
transform models. While if the background has many gives uses a clear view of the weed density digidh in
straws, instead of scattering evenly, the inliensdt to the field and it could be used as a powerful taml f
gather together alone the lines which are the rafnthe making the weed control plans. Layer 3 also coeldiged
straws. The clustered feature points could createcag as an herbicide prescription map for spot spraipmdt
image transformation model and the reference inaage  the GPS position of each grid is available.
the targe image could not be registered. Use the method described in section 3.2.2, aNitheos

In summary of the experiment result, SURF method can be processed to corresponding photomosaic rend t
can detect enough putatively matched feature pamts whole map of the cropping land can be built up. Whe
the images captured in the natural fallow environine doing the image acquisition, it is difficult to dei the
under different background and sunlight conditions. vehicle alone a very straight line and this cowldse errors
Based on these putatively matched feature poihts, t between the rows in the weed maps. The adjacert row
image could be stitched properly under limited could have overlaps or gaps and this could causecmunt
conditions. If the number of the inliers after timage the weeds or missing the wee#gy( 14). The best method
transform model estimation is less than 3 or theto avoid this type of error is to control the roafehe image

distribution of the inliers is uneven, the imagesid not
be stitched properly. Under this condition, theisag

acquisition and makes the route as straight agpeds$ the
error cannot be ignored, the interpolation methcals be

based image registration method could resolve thisapplied to estimate the weed density in the misaiags. In

problem and this will be studied in the further tor

3.3. Discussion of the Photomosaic Processing to
Makethe Weed Maps

this specific case of this research, the missirg a& at
minimum level hence it is ignored.

The accuracy of the weed map should be evaluated
from two aspects. The first aspect is the accucddape

This section discusses the photomosaic processing tinformation of the individual weed, such as theesind
make the weed maps. There are many types of weedhape. The second aspect is the accuracy of tligopos
maps and the information shown on the weed maps albf the weeds. The error of the shape and size @f th
depend on the user's requirements and the specifisveeds should be evaluated using the same method

conditions of the farming fields. Just as an exanglis
section discusses three kinds of information prieskeas

described in 4.1 while due to the difficulty of niradx a
standard template for checking the type 1 and ®pe

three layers on the weed maps and they are: layer lerror, this method is not feasible in this specifise. A

Binary weed map, layer 2: Colour weed map and |&yer
Weed density mag-{g. 13).

At first, a Cartesian coordinate is establishedh lite
origin at the top left corner of the photomosait.this
Cartesian coordinate, the unit of the distance gbdn
from pixels to meter. The binary photomosaic anel th
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weak evaluation method is used by human expert’s
visual perception. A sample video was selected thith
background of soil, few dry plant and gravels afd 1
frames was stitched to map the weeds in 45 m long
fallow. The stitched photomosaic is checked witle th
original video frames by expert’s visual perception
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@)

Fig. 12. The distribution of the feature points in differémages (a) Background is soil (include less dants) (b) Background
includes soil and gravels (¢) Background is stre@dyBackground includes straws and shade
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Weed density map

70-100%
50-70%
30-50%
10-30%
0-10%

=

0 5 10 15 20

Fig. 13. weed map with different layers

Starting GPS Ending GPS —\

Missing pixels
of image
acquisition

Starting GPS Ending GPS

Fig. 14. Errors between the rows

The photomosaic can provide the density and shapeise discrete sampling and interpolation method déem
information of the weeds with some acceptable error weed maps and the accuracy of the weed maps aee qui
The errors occur at some of the overlap area of thegifferent depending on the weed sensors, samplig a
photomosaic where pixels of the weeds cannot begdata processing methods. The objective of this gseg
registered properly and this changes the shapéef t research is to develop a weed mapping method which
weeds. The error could up to 5 to 10 pixels. Inithage  ¢oy1d map weeds in an accurate and efficient mafomer
processing, the regions smaller than 3 by 3 pi®&  he \weed control in broadacre no-tillage fallowseT
considered as noise and are_rerr_\oved thereforeeb_dsw developed weed mapping method includes three aspect
e o s eoammes, (1) image acqiston; (2) auomatc mage st

! ' ' colour images and binary images; (3) photomosaic

position of the weeds, first of all, the Cartesian . . ;
coordinate of the photomosaic needs to be tranfdim processing to present the information of weeds. The
main feature of this weed mapping method is that th

the geographical coordinate and then the positfoiie . o . . .
weeds in the geographical coordinate should bekellec Mage stitching algorithm can provide the continsiou
with the true GPS data collected in the fields. The information of the weed in the field and interp@at
transformation of Cartesian coordinate to geogegihi Method is used at the minimum level or not necgssar
coordinate is the future work which needs to beedan ~ The relative position of the weeds is calculatedhia

the next stage and is not covered in this study. stitched photomosaic. Compared with the normal weed
mapping methods which totally depend on the GPS to
4. CONCLUSION record the position of the sampling point, this miag

method provides a more accurate way to present the
This study introduces and discusses a proximal weedosition of the weeds. Another contribution of this
mapping method based on the machine visionweed mapping method is that it has the potentidieto
technologies. Most of the current weed mappingesyst used for the measurement of the plant spacing
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