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ABSTRACT

To predict the users navigation using web usageingiris the primary motto of the web page
recommendation. Currently, researchers are trymglévelop a web page recommendation using
pattern mining technique. Here, we propose a teglnifor web page recommendation using genetic
algorithm. It consists of three phases as data gyepn, mining of informative rules and
recommendation. The data preparation contains gi&arocessing and user identification. The genetic
algorithm is used to mine the informative rule. Tdenetic algorithm involves three processes which
are calculating the fitness values, crossover anthtion. We use three different constraints as time
duration, quality and recent visit to allow the pess for next stage after the initial fithess chtian.

We have to repeat these processes to find thesbéasgion. To form the recommendation tree, we use
the best solution which we obtain by means of geradgorithm.

Keywords. Genetic Algorithm, Recommendation Tree, ConstrRinies, Web Page Recommendation

1. INTRODUCTION contains (textual) logs that are gathered whenuers
access the web servers and may be representeshdast
Aye (2011) is a data mining technique that derives formats; general applications are those deriveoh fuser
the interesting data from the World Wide Web. More modelling technique such as web personalizatioaptace
(Litecky et al., 2010), the web content mining is a part of web sites and user modeling (Robal and Kalja, 2012)
web mining that aims on the raw data exists inwied An action that adjusts the data or services pexvid
pages; the source data primarily contains textash ¢h by a web site to the requirements of a specific osea
web pages (e.g., words, but also tags), generétappns set of users taking advantage of the knowledgeupeakc
are content-based categorization and content-baseétom the users’ navigational behavior and individua
ranking of web pages. Web structure mining is aso interests in assortment with the content and thectstre
section of web mining that aims on the structureveb of the web (Pierrakos and Paliouras, 2010) is dalleb
sites; source data mainly contains the structuas dn personalization. The motto of web personalization
web pages (e.qg., links to other pages); generdicatipns technique is to provide users with the data theyired,
are link based classification of web pages, rankiingeb without demanding them to ask for it (Papagelis and
pages through the mixture of content and (Kumar andZaroliagis, 2012). From an architectural and alhonic
Singh, 2010) and reverse engineering of web sitdefiso  point of view, personalization systems divided itticee
Web usage mining is a section of web mining thaivds categories: Rule based systems, content filterystems
the knowledge from server log files, source dabagnly and collaborative filtering (Livet al., 2012). In rule
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based filtering system, the users are asked toesrsseet of ~ programming and association rules were recommehyged
guestions and these questions are extracted frdesision Jaekwanggt al. (2012). Initially, they split the click streams
tree. When the users proceed to answer it, theytesity into sub-click streams using the contexts for cetimeay
receive a result (e.g., a list of products) whistailored to ~ more informative rules. To split the click strearims
their requirements. Content based filtering systetmased ~ consideration of context, they have extracted satufres
on the individual user's preference. The systeritesthe  from users’ navigation logs. A set of split rulesre/formed

attitudes of every user and suggests items tosis based ~ PY Merging those features using genetic programraimy
on the similar items liked by different users i thast. the informative rules for recommendation were dtiv

Collaborative filtering systems asks users to rate  USINg association rule mining algorithm.

objects or reveal their preferences and interaststiaen feaﬁjcez-g?wstgfécznge%%?srgi(rzr?iqgrrri]tiegsdgys?ml:ﬁ;]g% the
return the data that is predicted to be of inteteshem. 9

o X X been suggested by Dian (2010). They have developed
This is based on the assumption that the usersthéth o, £ commerce recommendation technique derived
same atfitude (e.g., users that rate similar akjetdve  fom clustering using genetic algorithm. Using a
analogous interests. Content based filtering systeta composite weight matrix, the situation of users
based filtering system and collaborative baseeriilty purchasing was integrated and this technique was
system arte together used for inferring more a¢eura accorded with the reality of E-commerce website

In this study we have recommended a web pagepersonal service and has been perfected for usets a
recommendation based on genetic algorithm. Ourgoods clustering computing on E-commerce website
process contains three phases as data prepamationg recommendation and also the technique improved the
of informative rules and recommendation. The dataresult of clustering. The accuracy of similaritie$
preparation is the process of data preprocessidgte  users and goods depends on the result of the dhugte
identification of users. The mining of informatindes is A genetic algorithm based automatic web page
the phase that uses genetic algorithm. With the newclassification system has been suggested by O@&lL§2
fitness function, genetic algorithm is used to mthe Their system uses both HTML tags and the termsnigelo
informative rules from the database with the to each tag as classification feature and learmffienal

consideration of diverse constraints such as timstay, classifier from the positive and negative web pagebe
guality and recent visiting. The process involvad i training dataset. However, both of them were taken
genetic algorithm is fitness calculation from thetial together and the optimal weights for the featuresew

population, crossover and mutation. The web pagelearned by genetic algorithm. The accuracy of the
sequences with best fitness and which satisfies thelassification is improved by using the HTML tagsda
constraints are go to the next process which issoneer. the terms in each tag separately and the number of
After crossover, the web sequences which have bestlocuments in the training dataset affects the aoguif
fitness values are take for the mutation proceks.Web  the number of negative documents was larger than th
sequences after mutation process is stored selyarEie number of positive documents in the training ddtase
process is repeated from the beginning using tlepage A recommender system for music data was proposed
sequences we obtained after mutation process andeh by Kim (2010). Their system combines two techniques
sequences we obtained after crossover processbeith  which are content-based filtering technique and
fitness values and the web sequences we obtaind wi interactive genetic algorithm. The motto of theistem
best fithess and that satisfies all the constraafter is to effectively adapt and respond to the instdranges
calculating fitness of web sequences from initial in users preferences. Their experiment was don&nin
population. The process would be repeated untilgefe  objective manner and displays that their system can
the best solution after mutation process. The astion recommend items suitable with the subjective faeasf
would be the web page sequences afiumber of users. each user. Kim and Ahn (2012) have suggested a
The last phase is to form a recommendation tregube recommender system that effectively adjusts and
best solution we obtained after mutation process. instantly respond to any alterations in the systeyn

A lot of web page recommendation algorithms in using the content based filtering within the frarekvof
terms of web usage mining and soft computing wereinteractive evolutionary computation. Besides, dada
presented in literature. We brief some of the tatesks grouping model was employed to increase the
presented in the literature for web page recomntenda computational time efficiency. Their numerical riésu
A technique that derives more informative rulesriraick showed that their system provided more accuratdcmus
streams for web page recommendation based on genetsuggestions than other content based filteringesyst
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An effective and scalable model to settle the web address, we need to consider the session. HeredPth
page recommendation issue has been recommended kddress and the user session are used to tradtjue wser
Forsati et al. (2009). To learn the behavior of the from the web log file. The unique IP address i®w& mser
previous users, they have used the distributechilgr  put simultaneously we have to set a particular period to
automata and cluster pages based on the learnetpat  classify different users with same IP address. Whetime
One of the challenging issues in recommendationperiod which we set is reached, then from the sesond it

systems was managing the unvisited or newly addedg consider as a new user for the same IP address.
pages. They need to provide an opportunity forehes

rarely visited or newly added pages to be integrate  2.4. Mining of I nformative Rules
the recommendation set, as they never were . . .
recommended. Considering that issue and introduaing Th's IS the second phase of our tech.mque thatsnlne
weighted association rule mining algorithm, they the informative rules using genetic algorithm. FHig. 1
presented an algorithm for recommendation. To exten Shows the block diagram of our proposed web page
the recommendation set, they have employed the HITgecommendation using genetic algorithm. _
algorithm. They evaluated their proposed algorithm  TheFig. 1 delineates as follows: We are choosing some
under diverse settings and showed how the techniqu€hromosomes from the database and calculatingttiess
improved the overall quality of web recommendations  values for each chromosome which we chosen from the
Web page recommendation based on weighteddatabase. The chromosomes are nothing but thersmgog
association rules has been proposed by Forsalagbodi  web pages visited by different users and formed tse.
(2010). To solve the web page recommendation i$8&@,  After finding the fitness values for each chromosaiimat
have presented three algorithms. In their firsorlilgm, the e chosen from the database, we have to select m
distributed learning automata were used to lea® th cpomosomes which have best fitness values. Thergaf
\?V%TJ?(;"?éé’;rﬁ:ﬁ\e’ﬁgst#;egzg%ld tlés't?]% t?ﬁri%'znﬁgé?haéi: ¢ e have to find the crossover using the chromosavhéesh
second algorithm, they used weighted associatide ru we obtained with best fitness vaIue_s. After apm_jythe .
crossover on the chromosomes which we obtained, with

mining algorithm for recommendation. In their third , : .
algorithm, they combined both the algorithms to riowe best fithess values, we need to calculate thesftndsing

the efficiency of web page recommendation. the fitness values after applying the crossoverhae to
select m chromosomes with best fitness. Thereaiter,
2. MATERIALSAND METHODS need to apply the mutation process on the chromesom

with best fitness values we obtained after applying
Our proposed method has three phases as daterossover. Then, we need to store the m chromosames
preparation, mining of informative rules and procured after mutation process. The m best fitness
recommendation. chromosomes we obtained from the initial chromosyme
crossover chromosomes and mutation chromosomes are
together taken as the initial chromosomes and theeps
The data preparation contains the process such agill go on until we get the best solution. After \get the
data preprocessing and the user identificationréegss  best solution, the m fitness chromosomes which taed

the dataset in our technique. The preprocessingatd  eventually are used to form the recommendation tree
and the user identification is explained below.

2.1. Data Preparation

_ 2.5. Initial Population
2.2. Data Preprocessing

_ _ _ _ 2.5.1. Definition
The web log file contains the following details as
follows: IP address, access time, HTTP request tgeel, It is the dataset of different users that are takem
URL of the referring page and browser name. An g@tam the database randomly.
for web server log file is as follows: 192.174.54.2 The initial population is the dataset of differemsers.
[28/Nov/2012:10:55:38] “GET/HTTP/1.1” The dataset contains the list of web pages that are
http://www.loganalyzer.net/ “Mozilla/17.0 Windows 0 arranged in sequence. The sequence depends orethe w

pages visited by that particular user. The sequente
web pages are then formed as trees randomlyFiche

The user identification is an essential step tonfine shows the sample web pages visited by differentsuse
sequential database. To classify the users withestim  formed as trees.

2.3. User ldentification
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Fig. 1. Block Diagram of our proposed technique
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Fig. 2. Sample web page sequences visited by differems use
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2.6. Fitness Calculation
2.6.1. Definition

It is the calculation to find the fitness of eacketto
allow it for the next process based on the fitnedse.

After getting the initial population from the dataie,
we have to find the fitness values f for the daksd
different users which we used as initial populati®he
fitness value is the sum of three factors as fastor,
second factor and the third factor:

f=f +f,+f,

Where:

f = Fitness

f, = First factor

f, = Second factor
f3 = Third factor
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Where:

LN = Left said nodes

RN = Right said nodes

TD =Total data seta setin he database

The second factor, fis the ratio of the frequency of
dataset (LN+ RN) of a particular user to the frauuyeof
sequence of web pages in the left side nodes Liheof
same user. It is shown as equation below:

_f(LN +RN)
2 f(LN)

The third factor § is the ratio of the frequency of
sequence of web pages in the left side nodes LM of
particular user to the frequency of sum of sequesfce
web pages in the left side nodes and the first paae of
the right side nodes of the same user. It is shaan
equation below:

_ f(LN)
f (LN + firstelement of RN)

3

The Fig. 3 shows the sequence of web pages in the
left side nodes and the sequence of right side :nadd
first element of the right side nodes.
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Fig. 3. Sequence of web pages in LN and RN

After finding the fitness values, we have to chéuk
time duration Np, quality N, and recent visit N, with the
threshold values of the time duration qual@yeshoqand
recent visit R\eshod If the values are greater than the
threshold values we set, the trees which have shees
greater than the threshold values are then takeihé
crossover. The process of checking the time duratio
quality and recent visit of a particular datasetdgollows.

First we have to sum the time duration of all Wb
pages in a particular dataset of a user and we twave
check the solution of that calculation with theet$trold
value of the time duration which we set. The caltiah
is explained by equation below:

L
Nop = Z Ntdi
i=1
Where:
Nrp = Total time duration of nodes in a tree
N =Each node in a tree
L = Total Number of nodes in a tree

Thereafter, we have to check whether the total time

duration of the nodes in a treeNis greater than the
threshold time duration TResnogWhich we set. Then,
we need to add the quality rate of all the web gage

a dataset and check the solution with the quality

threshold which we set. The calculation of total
guality of a dataset is shown as equation below:
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where, Ng - Total quality of nodes in a tree.

After calculating the total quality )bf a tree, we have
to check it with the threshold quality yf&noq We set
whether the total quality fof the tree is greater than the
threshold quality @esnod Thereafter, we have to check the
last node Nof the tree with the threshold value RMoq
whether it is greater than the threshold value,R\q If
the total time duration {, total quality N, and recent visit
Ngv Of a particular tree are greater than the threlstalues
we set, then that particular tree:

Aa”WO'if NTD >TDthresholdand
EC= NQ > chresholdand N?V > RV threshold

deny, else

where, EC-. Eligible for crossover process.
2.7. Crossover
2.7.1. Definition

It is the process of interchanging particular segee
of nodes of two trees.

The trees which have best fitness values and atiafys
the threshold conditions would come to the crossove
process. The crossover process is that interchgucgirtain
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sequence of nodes between two trees.Fifpet shows two
sample parent trees that have satisfied the fitvelse and
the threshold values which we set andRhg 5 shows the
trees we obtained after the crossover process.

The m trees we obtained with best fithess andfgatis
the threshold conditions are used to find the aess
bycomparing the trees with each other. Hig 6 shows
a sample block diagram of crossover process.

This block diagram shows that the m trees which we
obtained with best fithess that satisfies the tiokbs
values are grouped as two parent trees to formnisve
trees. The two new trees are formed by fix a poimboth
the parent trees which we considered and by irdeigd
the sequence of nodes after that point in bothptrent
trees. Similarly, we have to find the crossoverdthrthe
trees by comparing with each other. The fixed pooald
be same for all the m trees. After finding the soa&r for
all the trees by comparing with each other, we redthd
the fitness values for all the newly formed trees.

The mutation process is as follows: it would choase
particular node to alter and it would change thaisen
node as a different node i.e., the web page in that
chosen node will get change. The chosen node would
be same for all the m trees but perhaps with dfier
web page. Therig. 7 shows the point fixed for the
mutation process and tHeig. 8 shows a sample tree
after the mutation process.

After the mutation process, we have to store tbestr
SD, we obtained and we need to do the process from the
beginning i.e., instead of taking the initial pogtidn we
have to take the m trees we obtained by means sif be
fithess before the crossover and after the crossove
process and after the mutation process. Thereafter,
need to do the same process from the beginningoexce
the threshold checking. The iteration will go ortiluwe
get the constant trees SD

Thereafter, we have to select m trees that have bes?-9- Recommendation Tree

fitness values. The selected m trees after

subjected to mutation process.
2.8. Mutation
2.8.1. Definition

It is the process of altering a particular node as
different node.

the
chromosome process using the fitness values are the

2.9.1. Definition

It is the technique of structuring a tree from timal
trees we obtained after mutation process.

The recommendation tree is formed by combining the
m trees we obtained eventually after the mutation
process. Thé&ig. 9 shows the sample trees we obtained
eventually after the mutation process and Fig. 10

The m trees that has best fitness values after thshows the sample recommendation tree formed ubing t

chromosome process is subjected to the mutatiocegso

N
(=)
)-—«
/- < X"\
(¢) fd)
N Nt
/ \
I \
N A
(b) (e)
L N
/ \
{ \
7\ A
f \ /‘\\‘
o (1)
S
AN
(h)
N/

Fig. 4. Sample parent trees
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final trees after mutation.
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Fig. 5. Trees obtained after crossover
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° h | 4 Node after mutation

Fig. 8. Sample trees obtained after mutation
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Fig. 10. Sample recommendation tree

The Fig. 9 explains as follows: The first tree

The synthetic dataset is generated as the samaffafn

denotes the sequence of web pages as abc, thedsecothe real datasets and the dataset from the deligckite
tree denotes the sequence of web pages as abde, tieformulated as follows: The user id is taken s&ruthe

third tree denotes the sequence of web pageeas,

bookmark id is taken as web page, the tag id isrtas

the fourth tree denotes the sequence of web pages aime duration and the quality and recent visit are
defhl and the fifth tree denotes the sequence of webgenerated randomly. The performance of our teclniqu

pages as abcabde;j.

TheFig. 10 explains as follows: the tree in the rootl is

formed using the web sequences abc and abde. &ehintr
the root2 is formed using the web sequences ddefl
and dejgcns. If we link the degj in the tree inttodhen it
would be formed as abdeg j which is wrong. So weeha
formed a separate root to form the recommendatienfor
the web sequences starts with de.

3. RESULTSAND DISCUSSION

We have used two datasets for our recommended

technique which are synthetic dataset and the elabgs
crawling del.icio.us site and the results are eataid
with precision, applicability and hit ratio.

3.1. Experimental Setup and Dataset Description

is evaluated using some evaluation metrics.

3.2. Evaluation Metrics

Our proposed technique is evaluated using precision
calculation, applicability calculation and hit ati
Niranjanet al. (2010a; 2010b). The calculation of the
precision, applicability and hit ratio are as feol

The precision calculation is defined as number of
correct recommendations which is divided by the siim
number of correct recommendations and the number o
incorrect recommendations:

no.of correctrecommendatiol
no.of correctrecommendation

Precision =

no.of incorrect recommendatic

The applicability calculation defined as the sum of
number of correct recommendations and number of

Our proposed technique is applied in java (jdk 1.6) incorrect recommendations which is divided by thialt
with the system that has i5 processor and 4GB RAM.number of given requests:
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no.of correctrecommendation threshold and it is 0.89 for the second threshalden the
. no.of incorrect recommendatic initial population is 600, the hit ratio is 0.91f# the first
Applicability = threshold and 0.891 for the second threshold. Wthen

total no.of givenresuest - s . . .
g initial population is 500, the hit ratio is 0.918% the first

The precision calculation is defined as it is the threshold and 0.879 for the second threshold.

product of precision value and applicability value: 3.5. Dataset from dd.icio.us
Hit ratio = precisiorx Applicability The evaluation metrics are calculated for this skita
no.of correctrecommendation using two different threshold values. The firstet$tiold

is mentioned as Tl and the second threshold is
mentioned as T2. The threshold T1 has the timetidara
as 300, quality as 3 and the recent visit as o T
threshold T2 has the time duration as 200, qual#y?
We have calculated the precision, applicability and and the recent visit as one.

total no.of givenrequest

3.3. Performance Comparison

hit ratio for synthetic dataset and the datasetnfro The Fig. 14 explains the precision values for the
plel.icio.ys site. The performance using these tatagkts  dataset we taken from del.icio.us site for two afifht
is explained as follows. thresholds. The precision values we obtained ferfitist

: threshold are 0.9632, 0.9245, 0.9352 and 0.9144héor
3.4. Synthetic Dataset respective initial populations 800, 700, 600 an@.5lhe

The evaluation metrics are calculated for synthetic precision values we obtained for the second thidsime
dataset using two different threshold values. Tingt f 0.88, 0.845, 0.84 and 0.82 for the respective ainiti
threshold value is mentioned as T1 that has the tim populations 800, 700, 600 and 500.
duration as 300, quality as 3 and recent visitazgl the ~ The Fig. 15 explains the applicability values for the
second threshold is mentioned as T2 that has the ti gataset we taken from del.icio.us site for two ediht
dur_?ﬂgn Iilis 20101' q:r?(l)l\t/{sastr?eandrerziics?grgVliglﬁzi' usin thresholds T1 and T2. The applicability value iasing

9 b 9 the first threshold for all the initial populatiave set and

different initial population for two different thseold . . . .
values. When tr?e Fi)nitial population is 800, thegisien the applicability value is 0.82 using the secomg:shold

value we obtained for the first threshold is 0.9gg@l  for all the initial population we set.
the precision value for second threshold is 0.9\&hen The Fig. 16 shows the hit ratio values for the dataset
the initial population is 700, the precision vals®.9624  taken from the del.icio.us for two different threkts. The

for the first threshold and 0.89 for the seconashold. hit ratio values for the first threshold are 0.96828245,

When the initial population is 600, the precisiaiue is 0.9352 and 0.9144 for the respective initial poores

0.9154 for the first threshold and 0.891 for theos®l 800, 700, 600 and 500. The hit ratio values forstaeond

threshold. When the initial population is 500, the threshold are 0.88, 0.845, 0.84 and 0.82 for thpeetive

precision value is 0.9132 for the first threshotdi ©.88 initial populations 800, 700, 600 and 500.

or 'trhheeslgiconthhgier];ilr(ljs' the applicability values for The Table 1 shows the values of precision,
9 P bp y applicability and hit ratio we obtained for our he@ue

different initial populations with two different ashold ' . : .
values using synthetic dataset. Here, the applibabi and the prefix shan algorithm u.smg_t.he synth dgt.
Here, the precision value, applicability value dhd hit

value is one for the first threshold when we vagyin ! . ) .
initial population as 800, 700, 600 and 500. The ratio yalues of our technique is the average valisisg
applicability value for second threshold is 0.9 whe ~ the first threshold and the second threshold arel th
initial population is 800, 700 and 600 and when the eSpective average values for the prefix span dhgor

initial population is 500; the applicability vali®0.8 for ~ N our technique, we took the precision values,

the second threshold. applicability values and hit ratio values for diffet
The Fig. 13 explains the hit ratio for the synthetic initial populations and in prefix span algorithmhet
dataset for two different threshold values. Whemititial precision values, applicability values and hitaatalues

population is 800, the hit ratio is 0.9859 for tfiest are taken for different support values. Here, therage
threshold and it is 0.9 for the second thresholtielvthe  percentage of our technique shows better perforeanc
initial population is 700, the hit ratio is 0.96®% the first than the prefix span algorithm.
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Fig. 14. Precision for the dataset from del.icio.us
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Fig. 15. Applicability for the dataset from del.icio.us
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Fig. 16. Hit Ratio for the dataset from del.icio.us
Table 1. Comparison of our technique and prefix span algori 4. CONCLUSION

Our technique
In this study we have proposed a technique for web

T1 T2 Prefixspan ~ Page recommendation using genetic algorithm. Our
proposed technique contains three phases as data

iref.'s'obnl.t 10%46%20205 88795'3%205 94;352'367%923 preparation, mining of informative rules and
pplicabiity - L90. : : recommendation. The sequence of web pages visited b
Hit ratio 94.4225 89.000 45.0704 different users was identified using the first phahe
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identified data from the first phase is used foninmj in

identified by the genetic algorithm using its thitage
process which is fitness value calculation, cross@and
mutation. We have set three threshold values twathe
process for next level after the initial fithesscadation.
The threshold value is checked at the first timethef
fitness calculation alone. The three stage prooéske
genetic algorithm is repeated until we obtained libst
solutions. The recommendation tree is formed useg

Kim, H.T., 2010. A recommender system based on
the second phase by means of genetic algorithm. The
sequences of web pages with best solution were

genetic algorithm for music data. Proceedings of
the 2nd International Conference Computer
Engineering and Technology, Apr. 16-18, IEEE
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10.1109/ICCET.2010.5486161

Kumar, P.R. and A.K. Singh, 2010. Web structure
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best solutions we obtained using genetic algoritiihe

erformance of our technique is calculated for two - S
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