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Abstract: Problem statement: Intrusion Detection System (IDS) have become amoitant
component of infrastructure protection mechanisnsdoure the current and emerging networks, its
services and applications by detecting, alertind taking necessary actions against the malicious
activities. The network size, technology diversitiand security policies make networks more
challenging and hence there is a requirement fd8 Mzhich should be very accurate, adaptive,
extensible and more reliable. Although there exisésnovel framework for this requirement namely
Mining Audit Data for Automated Models for IntrusidDetection (MADAM ID), it is having some
performance shortfalls in processing the audit.dapgproach: Few experiments were conducted on
tcpdump data of DARPA and BCM audit files by applying tHgaithms and tools of MADAM ID in
the processing of audit data, mine patterns, cocisteatures and build RIPPER classifiers. By patti

it all together, four main categories of attacksnely DOS, R2L, U2R and PROBING attacks were
simulated.Results: This study outlines the experimentation resultsMADAM ID in testing the
DARPA and BSM data on a simulated network enviromm@onclusion: The strengths and weakness
of MADAM ID has been identified thru the experimentonducted orncpdump data and also on
Pascal based audit files of Basic Security Module (BSMhisT study also gives some additional
directions about the future applications of MADAM.|
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INTRODUCTION and Bauer, 1995) identified various range of cdsatto
address intrusion detection.

There was clear evidence from many studies (for  All these preventive controls can be complimented
example (Durstt al., 1999), that the insiders, who have as the next line of defense, an Id. This intrusion
not blocked by firewalls, are the causes for comput detection system acts as a separate spy computer in
security incidents. At the same time, the intrudes network environment to monitor all the users and
called legitimate users require access with sigaift  system activities, audit the system configuratiam f
privileges to do their day to day work. Moreovdret vulnerabilities, misconfigurations, accessing tiistsm
vast majority of the harm from the insiders are notintegrity and data files, recognizing the knowraelt
malicious, rather it is honest people make somession patterns, violation of user access policy and ntaohe
mistakes. However, there are so many potentiafunctions. In case if it detects any harmful ormci®us
outsiders who are very clever and have somehowctivities, it will alarm the system administrator
passed all the screens of firewalls and access arithmediately to take necessary action.
authorization controls and do malicious activities, Since the technology has been improved
especially in a network environment. Then, how tosignificantly, the modern IDs operates on real tanel
prevent them? Although, prevention is very muchthese ATIDS-Automated IDS monitor all the activitie
necessary, it is not a complete solution for comput of the user, system and network and alarm the
security. Moreover, it is not practically possible  administrator in case if any malicious or suspisiou
detect such harmful incidents in advance. Manyeysv event occurs. ldeally an IDs should be fast, simple
have been done to control the intrusions and (Halmeomplete and more accurate. This is because, in the
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initial stages, there were a huge false alarm Egaad A real time alerting capability and generatingdog
very little positive alarm signals. On attendingedd when an attack occurs are the major credits of this
signals, there were so much of resources has Ipptiech  Snort. Snort can be distributed to different paftshe

and much time has been wasted in attending the émls network and can send alerts to the central console.
negative alarm signals. Modern commercial IDs tends Snort's network interface card runs in promiscuous
be more accurate. But these IDs, detects all knamah  node, which captures all the network traffic thaeg by

unknown attacks with limited performance penalty. NIC and detect the unexpected events in the tradfic
Monitoring the use and system activities isgenerate real time alerts to the central console.
appropriate for an attack of initial impact. Indedide As a next step, a system for automated network

actual goal of an ID is to check, what resources arintrusion detection is in progress as a part of JAM
being accessed and various attempted attacksiede tr project. This ANIDS -Automated Network Intrusion
Moreover, recording all the traffic of a given soeior  Detection System is designed with many data mining
destination is very much useful for future auditmethods, to build network intrusion classifiers ehi
analysis. This type of approach should be invistole are used to monitor live network stream input to
the user. Finally, IDS should respond an initialdetect the intrusions.

defensive action immediately while generating amral This study discusses about our experiments on the
to the administrator, who can act, only upon reiogiv  audit data files for building intrusion detectiorodels
an alarm, which takes some time. from the DARPA and Basic Security Module (BSM)

Many research works are still in progress on thdntrusion detection evaluation program and the scu
evolving product of IDS, which has started from therelated problems. We obtained a settaqfdump data,
early 1990s. Recent researches (Dickerson angvailable at http:/iris.cs.uml.edu:8080/netwonkhtEven
Dickerson, 2000) reveal that, IDS detect a number othough, the output ofcpdump data is not intended for
serious problems, which are even growing and as thgecurity purposes, we had to go through multipkaftons
number of problems or attacks increases, SOdO thef data pre-processing to extract meaningful festand
signature patterns to the IDS model. Thus, modB® | measures. We studied TCP/IP and its security telate
are improving in defending continuously. On theeoth problems, for example (Stevens, 1994; Paxson, 1997;

side, avoiding IDS are the first and prominent ptyo 1998; Atkins, 1996; Bellovin, 1989; Porras and ‘é¢ald
for a ”Umbef of successtul mtruder_s. As we all ey 1998), for the guidelines of protocol features.
AN ID that is not well defended is useless. Another This study is organized as follows. We first give

boom in the IDS technology is that the stealth modei) . ) :
IDS, which is very difficult, even to find on antémnal  Prief overview of our experiments acpdump data. We

network and is left alone to compromise by itself. then outline construction of manual and automatic
In today’s network environment, even though,features along with various detection models applie

accuracy of IDS is the essential requirement, itsand the performance resultstopdump data. In the last

extensibility and adaptability are also very muchsection, we give a brief overview of our experinseon

critical. In a network environment, there exist tiplé  BCM data and their results.

penetration points for the attackers. For examipleg

network level, a well de5|gned malicious IP. packets MATERIALS AND METHODS

penetrate even through the firewalls and craskvittien

host, as well as, at the host side, more vulnétiabilin . ) . .

system software can be exploited to yield an illegat In this study, we describe in detail about our

shell. Since activities at different penetratioringmare ~ experiments on DARPA and BSM audit data files for

recorded in different audit data sources, an ID@®nof building intrusion detection models. We have apgplie

needs to be extended to incorporate additional tesdu the classification rules, link analysis and segeenc

that specialize in certain components, such asshostanalysis algorithms that has been discussed ingiNaz

subnets, etc. of the network system. _ and Selvakumar, 2011) and we also applied the tfols
Snort, which is another milestone in IDS \jining Audit Data for Automated Models (MADAM)

technology, is a signature based lightweight open, process the audit data, mine patterns and catisn

source network intrusion  prevention  and NIDS']‘eatures that has been discussed in (Nazer and
Network IDS. This captures and analyze whetherether
W ! P yze W Selvakumar, 2012a) and (Nazer and Selvakumar,

exist a pattern that matches a known signaturalénsi

the packet content. Snort has been designed WitﬁOlZp) in our simulated network environment. Insthe
flexible rules to describe the network traffic to experiments oricpdump and BSM data, the strengths
identify which packets to collect or to pass anthvda  and weakness of MADAM ID has been identified and

modular plug-in structured detection engine. illustrated with their performance results.
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Experiments on tcpdump data and their results: In  audit data is really very huge, instead, we consitlenly
order to test the effectiveness of data miningri@pes  those connection records that fall within a surdiog

in IDS (Abraham, 2001), we took the user oftime of plus and minus 5 min of each attack. Siryilave
established and more appropriate data sets aneé thegreated a dataset for each attack type and for alorm
data sets are more popular and widely used foarelse dataset, we aggregated only the sequences of normal
work at MIT Lincoln Laboratory @ http://www//ll/mit  connection records.

edu/IST/ideval. They have collected and distributtea

first version of standard corporation for evaluatiof Cc;]nstructl?]n é’f manulill a(tjnd automatic feaéufe& h
network intrusion detection systems. In this evitug When each ICMP packet data is summarized into the

the probability of detection (whether it detectd al CONnection records (Nazer and Selvakumar, 2012b)

intrusions or known attacks) and the probabilitfaige ~ USINg commonly available packet processing engines,
alarm are measured for each system under simubated €aCh network connection record contains a set of
testing environments. The objective of these iNtrinsic’ features that are for general networkffic
experiments is to study and to analyze the perfooma 2N2lysis purposes. These features inclsdevice,

shortfalls in the intrusion detection research work srr]c_host, srq_port, dst—hOSt’ ddéjrattl)on (duratlg)n O‘;
All these experiments were done on the trainingt e connection)src_bytes and dst_bytes (number o

data set provided at Lincoln Laboratory of data bytes from source to destination and viceajers

Massachusetts Institute of Technology (DARPAetC' These intrinsic features were shown in thevabo
Intrusion Detection Evaluation Dataset) and these a Mentioned table (Table 1). The frequent sequential
available at Patterns from these initial connection records ben
‘http://www.ll.mit.edu/mission/communications/isbic weyvgt_j as statlsﬂcal sEmmarles of thﬁ n(;atwork
pora/ideval/data/1998 data.html. We have colledted 2ctivities. For each attack type, e.g., syn flopast-
gigabytes of compressddpdump data of 7 weeks of SCan, We performed pattern mining and comparison
network traffic, for these experiments. These d@a  YSINg its intrusion data set and the normal data se
be processed into 5 million connection records @d 1 BUt for each attack method, the actual network $iost

bytes each. Each of this data contains the datopor are '”e'e"f’i”t and moreover there were over a
of every ICMP packet transmitted between host msid thousand d|fl_‘erent hosts in tm’d“mp training data.
and outside the simulated net work environment. Fofi€Nc€ we did post-processing work on the frequent
testing, we considered and simulated DOS, R2L, U2/alterns of each record before we do encode and
and PROBING attack types and in addition to thatgh COMPare on the training data. The post processing
was anomaly user behaviour (Ghosh al., 1999), work was done with the following procedure.
which means a normal user acts as a system n each dataset, check a frequent pattern from lef
administrator with full authentication privileges. to right, one by one as follows:

Before commencing our experiments, certain data )
preprocessing was done, so that, for data packét Letthefirstsrc_hostvalue be g
filtering and reassembling work, we used Bro tool* Letthe firstdst_host value by d
Paxson, 1998). In our case, in order to avoids m :
((:rashing in pin)g-of-death and teardrop attackgr?:;m . I_n_ each dataset, Wh(_en_ever sc_hogt value is
made new changes in the ICMP packets to its packdfentified, check whether it is the same as onéhef
fragment inspection modules. This change include &révioussrc_hostin the pattern:
Bro-connection finished event handler so that weage | th lace it with th it
summarized record for each connection and these yes, then repiace it wi € appropriate s
records have intrinsic features which are described Otherwise replace it with&
the following table (Table 1). » Perform the same process for tise host value
of n(;rt\r/]v%rakb:(;/r?n:ai?ilgnlirs(;ic:rhdes various intrinsic feesur For example, a pre-processing dataset pattern:
(service = http, src_host = hosty),
(service = telnet, dst_host = hostg) —
(service = smtp, src_host = hostc dst_host = hostg),

Misuse detection:The ‘list files’ which are included in
the training data files were used to identify type
attack, source and destination host and port idadsal 02012
the timestamp of the files. For building the [0.2,0.1,2] : .
classification model, we used these information for e _abo"e data is post-processed into
pattern mining, feature construction and to namghea (Service=http, src_host = ),
correction record with ‘normal’ and an attack tyjpe  (Service = telnet, dst_host = d) —
create training data. For our testing purpose, idendt ~ (service = smtp, src_host = s dst_host = do),
aggregate all the connection records, since theuanwf  [0.2,0.1,2]
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Table 1: Intrinsic features of network connectienards

: 1649-1659, 2012

Feature Description Value type
Duration Length of the connection (number of seconds) Qootiis
Protocol_type Type of protocol, e.g., tcp, udp, Discrete
Service Network service on the destination, eg., http,aeln Discrete
Src_bytes Number of data bytes from source to destination ntidaous
Dst_bytes Number of data bytes from destination to source ntidaous
Flag Normal or error status of the connection chite

Land 1- connection is from/to the same host/port; theovise Discrete
Wrong-fragment Number of wrong fragments Continuous
Urgent Number of urgent packets Continuous

As a result of post-processing, the redundancyepat

based traffic features, we constructed a mirroraet

are reduced and this means, the number of uniqudiost based traffic feature by using a ‘connection’

patterns within a pattern set is significantly reei.
Moreover, the process of creating a normal patetn
pattern encoding and pattern comparison becomes ver
much efficient and all these processes are possitije
because of the post processing. In this processawe
created two features namely ‘same hos#e_host)

and ‘same service’' séme srv) for intrusion only
patterns of each attack type. These two intrinsic
features are explained as follows:

The ‘same host’ feature examines only the

window of 100 connections instead of time span of 2
sec. The R2L and U2R attacks don’t have any indrusi
only frequent patterns as found in most of the D8
PROBING attacks. These DOS and PROBING attacks
involve a lot of connection to some hosts or parta
very short period of time and hence they can haveem
frequent sequential patterns than the normal traffi
pattern. In case of R2L and U2R attacks, these are
encapsulated within the data portion of ICMP pasket
which generally appear in a single connection.

Our automatic feature construction model would

connections in the past 2 sec that have the saméail to produce any model or features for theseesypf

destination host as the current connection record
The ‘same srv' feature examines only those

attacks since because these attacks don't have any
unique frequent patterns of traffic. Also in case o

connections in the past 2 sec that have sameunstructured data contents of IP packets, our notirre

services as the current connection record

We finally summarize the statistical features that
are automatically constructed in this process. The
statistical feature includes:

Count ofsame_host andsame_srv connections
Percentage of connections havisggne srv as the
current one

Percentage of different services

Percentage of different destination hosts
Percentage dferror_% andRerror_%

These time-based ‘traffic’ features of connection
records are summarized in the Table 2.

Out of all the four attack types that we considere
namely DOS, R2L, U2R and PROBING, only the
PROBING is very slow that did not produce intrusion
only patterns within the specific time of 2 secs#y, it
can scan the host or the port in a time span ofemor
than a minute. In order to create a ‘host baseffitr
features, these connection records were sortedi lmase
the destination hosts and applied same pattermngini
and feature construction process. Similar to theeti

data mining algorithm cannot deal and hence we
consider the domain knowledge for defining
appropriate current features. To inspect the data
exchanges of interactive TCP connection, such as
ftp, smtp, we added some more functions that assign
values to a set of content features in order totife

any suspicious behaviour inside the packet data
contents. The various features are listed in the
following table (Table 3).

The statistical features include number of hot
indicators, number of failed login attempts, sustas
logins, number of compromised conditions, whether
root shell is obtained or not, whetheslacommand is
attempted and successful or not, number of file
creations, number of shell prompts, number of write
delete and create operations on access contral, file
number of outbound commands ift@session, root or
admin logins or a guest login status. With so math
statistical indicators, the classification prograran
decide, which minimal set of discriminating featire
can be used in order to identify the instructiond this
is the basic idea behind Table 3.

1652



J. Computer i, 8 (10): 1649-1659, 2012

Table 2: Network traffic features of network conti@t records

Feature Description Value type
Count Number of connections to the same hosteaslitrent connection in the past 2 sec Continuous
The following features refer to these same-hosheotions
Serror_% % of connections that have ‘SYN’ errors Continuous
Rerror_% % of connections that have ‘REJ’ errors Continuous
Same_srv_% % of connections to the same service Continuous
Diff_srv_% % of connections to the different sers Continuous
Srv_count Number of connections to the same semsgcthe current Continuous
connection in the past 2 sec

The following features refer to these same-semi®ections
Srv_serror_% % of connections that have ‘SYN’ esror Continuous
Srv_rerror_% % of connections that have ‘REJ’ &rro Continuous
Srv_diff_host_% % of connections at different lsost Continuous
Table 3: Content features of network connectiooms
Feature Description Value type
hot Number of ‘hot indicators’ Continuous
failed_logins Number of failed login attempts Continuous
logged_in 1- successful login; 0 - otherwise Discrete
compromised Number of ‘compromised’ conditions Continuous
root_shell 1- root shell is obtained; O - otherwvis Discrete
su 1 -'suroot’ command attempted;

0-otherwise Discrete
file_creations Number of file creation operations Continuous
shells Number of shell prompts Continuous
access_files Number of write, delete and creageadipns on access control files Continuous
outbound_cmds Number of outbound commands in sef§gion Continuous
hot_login 1- the login belongs to the ‘hot’ ligtg.,root, admin, 0 - otherwise Discrete
guest_login 1 - the ‘guest’ login; O - otherwise Discrete
Table 4: Example of ‘traffic’ connection records
Label Service Flag Count. Srv_count Rerror_% Diff_srv_%
Normal ecr_i SF 1 1 0 1
Smurf ecr_i SF 350 350 0 0
Satan user-level REJ 231 1 85% 89%
Normal http SF 1 0 0 1
Table 5: Example of RIPPER Classifier for DOS aRDBING Attacks
RIPPER rule Description

smurf :- count = 5, srv_count >= 5,
service = ecr_i

If the service is ecr_i (icmp echo request) and for
the past 2 sec, if the number of connections (that

the same destination host as the current oneaigl3he
number of connections that has the same servitteeagirrent one
is at least 5, then this is a smurf type of DQ&ckt
satan :- rerror_% >= 83%,
diff_srv_% >= 87%.
different services is at least 87%, then this
of the rejected connection is at least 83%,
and the % of is a satan type of PROBING attack

For the past 2 sec, if the number of connections ha
the same destination host as the current connettier¥o

Different detection models: Since different types of
intrusion requires different construction features
detect them, we have created three classificatiodets,
each of which will be using different set of constion
features and these models are explained below:

The appropriate RIPPER classifier detects the DOS
and PROBING attacks and the following table (Table
5) shows such an example.

The ‘Host-Based Traffic’ model: In this model, each
connection record contains the ‘intrinsic’ and thest-
based traffic’ features and the resultant RIPPERstifiers
detect the slow PROBING attacks.

» Traffic model
» Host-based traffic model

* Content model . .
The ‘Content’ model: In this model, each connection
The ‘Traffic’ model: In this model, each connection record contains the ‘intrinsic’ and the ‘contergafures
record contains the ‘traffic’ and ‘intrinsic’ feaks as of each ICMP packets and the resultant RIPPER
shown in the following table. Table 4 shows theclassifier detects the R2L and U2R type of attaalks
example labeled connection records. the above mentioned classification models detects a
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specific type of intrusion. Instead of having difat  machine, when BSM data is enabled, we get time-

models individually, we combine all these threebounded sequence of actions that are audited on the
classification models into a meta classifier. Thesystem which contains one or maualit files.

advantage of this meta classifier is that each nese Each record in the audit file may contain a kernel

audit record contains the three predictions frora th oyent such as a system call or a user-level evhaighw
traffic, hosp?asedtgnd (]:cotntent ImOd?LE ellndhqdrc?ﬁpn is nothing but a system prograrudit session is the
one more information of rué class fabel which mean o ion  of incoming or outgoing sessions on a

‘normal’ and an attack type. In order to identify X . . .
whether a connection is normal or an intrusion type partllcular host S_UCh as terminal 'Og'm'”et login,
apply RIPPER rules, so that to detect the R2L apg U '10gin (remote login)ysh, ftp andsendmail.

attack type, the meta level classifier uses thetern Data Preprocessing-We need to perform a
model and to detect the DOS and PROBING attacksSequence of data preprocessing tasks on the BSl dat
the meta level classifier uses the combinationhef t Since the BSM data is in the form of binary, it habe

traffic and host-based traffic models. converted into ASCIl data and hence we further
extended the preprocessing component of USTST
RESULTS AND DISCUSSION (llgun, 1993). The following table (Table 6) repeats

some example BSM event records.

The training audit data were provided by Lincoln Table 7 shows example of BSM event records and
Laboratory of Massachusetts Institute of Technolagy a ‘?’ refers that the value is not given in thegoval
‘http://www.ll.mit.edu/mission/communications/ist audit record itself. In this each audit record aim
Icorpora fideval/data/1998data.html’.  Thesgpdump  various basic features and these features are shown
data is about 7 weeks of network traffic and took 2iphe following table.
weeks of unlabelled test data for our experimetie T We have created a procedure to process the event

test data were having so many attack types and Wgata and convert into session records and the guoee
considered 14 types in test data only since oureisod g -onstructed as follows:

were not trained to detect of all attack types.sEhere
reported in the following figure (Fig. 1). .
The e}bove flgur(_e shows the performance of, Theinetd_connect event (for telnet, rlogin, rsh) or
tcpdump misuse detection models and the ROC curves Th ¢ ¢ im i q
on detection rates and false alarm rates, on alt fo € execve event on a system program finger

attack types such as DOS, PROBING, U2R and RzL.  (for incoming finger request) dinger (outgoing),

In the beginning of a audit session, we execute

The x-axis represents the false alarm rate ang-toés mail.local (incoming) orsendmail (outgoing), ftpd
represents the detection rate. The false alarm isate (incoming) orftp (outgoing)

calculated as the percentage of normal connectrats * We record the setaudit event, which assigns the
are classified as an intrusion. The upper left endata auid andsid of the session

print on each ROC curve shows the low false alat®mr « We examine all audit records that share the same
with high detection rate. Group 1 to 3 ROC curves  combination of auid and sid to consolidate a
represent the performance of an intrusion detedtipn number of session features
other knowledge engineering models. «  Finally record the session termination

From the above figure, we can see that our

detection model has the best overall performance OBeggjon features: The various tests with feature

detecting intrusion attacks. However, in the cd92L . )
attacks, all models performed very poorly. The Construction for session records were analyzedek w

features we built would be general enough so that t and as the first step we computed the frequeneipesit
models can detect new variations of the knownfrom the BSM audit event records. For pattern ngnin
attacks and the new attack refer to those thandid we prepared the data set in such a way that itagust
have corresponding instances of our trained datay| the accountable event records of a particidasisn.

Moreover, our model can handle a large percentag?he word ‘accountable’ here means an audit record
gfogRa?]SlggL ﬁ]rl?uggri'atta(:ks when compared tohaving a meaningful audit user id and a valid sesil.

Experiments on BSM data and their results-The"rom these data sets, we have removed audit user id
Basic Security Module (BSM) (Sunsoft, 1995) auditand session id in order to get a generalized dzitarsd
data were provided by DARPA for a particular host,this is because as such the data set is sessioificpe
pascal. With this data, we did some experiments inThen we replaceduid and euid features with a flag
building host-based intrusion detection model. lmoat same reid so that ruid agrees with euid.
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Fig. 1: Performance d€pdump misuse detection models (a) DOS (b) BROBING (cRWinhd R2L (d) Over all
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Table 6 Example records of BSM Event Records

Time Auid Sid Event Pid Obname Euid
08:05:22 0 0 Inet_connect 0 ? 0
08:05:22 -2 0 Execve 415 Jusr/bin/ 0
08:05:31 2104 417 Setaudit 417 ? 0
08:05:31 2104 417 Chdir 418 /homeltristank 021
Table 7: Features of BSM Event Records
Features Description Value
Time Timestamp of the event Discrete
Auid Audit user id, inherited by all child processstarted Discrete
by the user’s initial process of a session
Sid Audit session id, assigned for each logisisesand Discrete
inherited by all dependent processes
Event Audit event name Discrete
Pid Process id of the event Discrete
Obname Object name, that is full file path that ¢lrent operates on Discrete
Argl_arg4 Arguments of the system call Discrete
Text Short event information (e.g., successfginp Discrete
Error_status Error status of the event Discrete
Return_value Return value of a system call event Discrete
Tmid Terminal id Discrete
Ip_header Source and destination ip address ansl gfthe socket used by the event Discrete
Socket The local and remote ip addresses and @idtie socket used by the event Discrete
Ruid The real user id of the event Discrete
Rgid The real group id of the event Discrete
Euid Effective user id of the event Discrete
Egid The effective group id of the event Discrete

Table 8: Features for BSM session records

Feature Description Value type
Duration Length (number of seconds) of the session Continuous
Service Operating system or network service Discrete
Logged_in Whether the user successfully logged in Discrete
Failed_logins Number of failed login attempts Continuous
Process_count Number of processes in the session Continuous
Suid_sh Whether a shell is executed in suid state Discrete
Suid_p Whether a suid system program is executed Discrete
User_p Whether a user program is executed Discrete
Su_attempted Whether a su command is issued Discrete
Access_files Number of write, delete and crearatons on access control files Continuous
File_creations Number of file creations Continuous
Hot_login Whether the login belongs to the ‘hat | Discrete
Guest_login Whether the login belongs to the ‘tjuiss Discrete
Table 9: Example records of BSM Session

Label Service Suid_sh Suid_p User_p File_ovaat
Normal Smtp 0 0 0 0

Normal Telnet 0 1 1 3

Normal Telnet 0 1 0 0
Buffer_overflow Telnet 1 1 1 2

Normal Ftp 0 0 0 0
Wraz_master Ftp 0 0 0 42

Since axis is very important attribute to describe an related to very specific object name or event &l Bait
event data, we represent event as the axis atridt there are many system calls (kernel events) which
compute the number of occurrences of each uniqueannot be directly linked to user-level commandd an
event and the object name, we used relative sugort hence we reasoned that for intrusion detectiongaesg,
0.1, so that the patterns of frequent occurrendes ave only need to analyze user-level commands ard the
object names can be captured using the relativeastip operations. For this purpose, we kept only the read
0.1. On further proceeding in our testing, we i@t  write, create, delete, execute, change ownership,
the frequent patterns are related a specific obj@etes.  permission, rename and link event records.
For example, although an object nameust/bin/nazer The event value of each audit record is replaged b
may appear only once or twice in the dataset for @he appropriate type name, for examptpen r is
session, we can still identify its patterns usitg t replaced byread event. We kept only the original
relative support of 0.1, these occurrences areofall object name if the event execute, otherwise we used
frequent patterns. After a few rounds of initial ‘user’ to replace all object name values that iathc
experiments, we discovered that the patterns dre diles in the user directories and ‘system’ to repldahe
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object name values that indicate files in the syste build a feature that handles the normal behaviduhe
directory. We have also removed “?’ (missing) objec attack. But in the event data, we are having sigecif
name values as well and finally we aggregatedv@ie  ,herating system information, we have to use domain
patterns of all normal sessions into a normal patet. knowledge (KDD process, Fayyadl al., 1996: Leeet

it d d with th | patternGet 5] 1999) to acquire the general and abstract irdtiom.
patlerns and compared wi € normal palterni3et. - o6 all the limitations of fully automatic feature

encoding, we used theame_reid, event, obname and construction has been analyzed in case of a lowl lev

rest n alphabetical (_)rder. On applying the Pattemevent data, but still the intrusion-only patterrsnf the
encoding and comparison procedures, we received t

20% of i . | ¢ h UZRPFattern mining and comparison gives more helpful
top o of intrusions-only patterns for eac information for the manual feature construction. We

St;??ck. tBt’Ut lfoon% V\l')e f(;ame toﬂknow rt]hat therti amyma qefined some set of features as shown in the follgw
attacks —of ‘bufier-overtiow, naving the Same ., o or the BSM session records.

characteristics of intrusion only patterns. Table 8 shows some set of features for BSM
On further investigating, we identified that thése  session records and some of the features (thdseldi

an execution of a user program with a system tookre from the buffer overflow patterns, while othars

SUID and a shell program. Hence there is a need tsimilar to ‘content’ features as mentioned above.
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BSM misuse detection models: In the BSM sessiondetection models. There are no intrusion-only paste
records, each record is labeled as ‘normal’ or anfrom connection records of R2L and U2R attacksesinc
intrusion name. All the BSM session records arethey involve in a single connection. We have used

aggregated in to a single dataset for this experime domain knowledge to define a set of ‘content’ feesu
The fo”owing table (Tab|e 9) shows some examp|e for thgse attacks. Where as in the C.ase of BSM data
records of BSM session. experiments, we found that the intrusion-only pate
We then applied the RIPPER rules for BSM ©f buffer overflow attacks contain specific program
session records to know the classification ruleg W Names that are not inherent to the attack methbes. T
tested the performance of the rule set on thesalaes 'S Pecause, compared with connection records which
using the DARPA files. Here we compared our model &€ more — general ~and - their semantics well
with other models in terms of performance in détect lundtlardstoo_?, tr;e BSM audit recards are contaéns low
._level details of system events. Hence we need ¢o us
the U2R attack and the performance of our model in ; ;
detecting DOS, R2L and IE’ROBING attacks and finall domain knowledge to interprete _these patterns. _And
9 ' Y the most general information is aggregated into
the overall performance of the attacks. These ROC

. BSM session records.
curves of the detection models were shown the This shows the advantages of using MADAM 1D

following figure (Fig. 2). to process huge volume of audit data, construttifes

_ . and inductively lean more classification rules.
Results of BSM data:The following figure shows the 4\ ever, since our models were intended for misuse
performance of BSM Misuse Detecthn Moldels. Since yetection and were trained using only the availabia
there are much fewer attacks contained in the BSMsets, a number of new attacks in the test may &ot b

data of a single host, the model has slightly bette jjonified and these attacks need to be detectadths
performance. From the above figure it is very clbat
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