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Abstract:  Problem statement: The shipment of goods from manufacturer to the consumer is a focal 
point of distribution logistics. In reality, the demand of consumers is not known a priori.  This kind of 
distribution is dealt by Stochastic Vehicle Routing Problem (SVRP) which is a NP-hard problem. In 
this proposed work, VRP with stochastic demand is considered. A probability distribution is considered 
as a random variable for stochastic demand of a customer.  Approach: In this study, VRPSD is 
resolved using Meta heuristic algorithms such as Genetic Algorithm (GA), Particle Swarm 
Optimization (PSO) and Hybrid PSO (HPSO). Dynamic Programming (DP) is used to find the 
expected cost of each route generated by GA, PSO and HPSO. Results: The objective is to minimize 
the total expected cost of a priori route. The fitness value of a priori route is calculated using DP. In 
proposed HPSO, the initial particles are generated based Nearest Neighbor Heuristic (NNH). Elitism is 
used in HPSO for updating the particles. The algorithm is implemented using MATLAB7.0 and tested 
with problems having different number of customers. The results obtained are competitive in terms of 
execution time and memory usage. Conclusion: The computational time is reduced as polynomial time 
as O(nKQ) time and the memory required is O(nQ). The ANOVA test is performed to compare the 
proposed HPSO with other heuristic algorithms.  
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INTRODUCTION 

 
 The VRP was first introduced by (Dantzig and 
Ramset, 1958), where the objective is to find the 
optimal set of routes for a fleet of vehicles in order to 
serve a given set of customers. Also a VRP in a 
broad sense is a generic name given to whole class 
of problems in which a set of routes for a fleet of 
vehicles based at one or several depots must be 
determined for a number of geographically dispersed 
cities or customers. Because of its overall presence 
in the fields of transportation, distribution and 
logistics VRP arises as one of the most challenging 
combinatorial optimization tasks even it is defined 
more than forty years ago. Figure 1 shows an 
example of VRP with 16 customers serviced by three 
vehicles from a central depot.  
 It is easy to describe the VRP problem, but 
difficult to solve. VRP usually takes exponential 
time for finding the optimal solution, is a NP-hard 
problem. There are many solutions are proposed to 
solve VRP but finding a globally minimum solution is 
computationally complex.  

  
Fig. 1: Example of VRP 
 
Many approaches are developed to solve VRP: 
Exact algorithms: Branch and bound (Zhang et al., 
2010, Fisher, 1994) and branch and cut (Bektas et 
al., 2009), Heuristic algorithms: (Battarra, 2010) 
and Meta heuristic algorithm: Genetic Algorithm 
(GA) (Sarabian and Lee, 2010; Nazif and Lee, 
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2010), Ant colony optimization (ACO) (Reimann et 
al., 2004, Yu et al., 2008) and Particle Swarm 
Optimization (PSO) (Kanthavel and Prasad, 2011; 
Shanmugam et al., 2010; Srichandum and 
Rujirayanyong, 2010) are developed by many 
researchers for deterministic VRP. But they are not 
suitable for many real-time applications. Obviously, 
VRP with stochastic demands are most challenging 
and sophisticated than VRP. A VRPSD is an NP-hard 
problem, solving it by exact algorithm is time 
consuming and computationally intractable. There 
exist many real-time applications that motivated the 
research in the field of VRPSD, such as Courier 
services, Emergency services, Milk distribution, Taxi 
cab services and Refuse collection management. The 
delivery of petroleum products, home heating oil and 
industrial gases was already cited by (Chepuri and 
Homam-de-Mello, 2005; Psaraftis, 1985) VRPSD 
arises even in delivering mails, packages, items to 
hospitals and supplies to cities under emergency 
state. In a company during its strategic planning 
phase, designing a route before knowing the exact 
demands of a customer is cited by (Bertsimas, 
1992) as a practical application of VRPSD. 
 The Stochastic VRP (SVRP) problems are new 
class of problems that allow information to be 
obtained and processed in real time. SVRP arise 
whenever some elements of the problem are random 
for example, stochastic demands (Erera et al., 2010,) 
and stochastic travel times (Shao et al., 2009, 
Xiangyong et al., 2010). Only relatively small 
instances solved to optimality and good heuristics 
are hard to design and assess. The basic input data to 
solve such a problem are the probability density 
functions of the random variables representing 
demands at the nodes (Gendreau et al., 2009; 1996). 
In order to verify the probability density function, 
demands at the nodes must be recorded over a long 
period of time and a detailed statistical analysis of 
collected data must be made. On the other hand, the 
demands at some nodes are not available.  
 
Heuristic algorithm for VRPSD: The same 
recourse technique is followed Laporte et al. (2004), 
for solving VRPSD using tabu search and L-Shaped 
algorithm. VRPSD is also solved using Meta 
heuristics by (Bianchi et al., 2004). Iterated Local 
search, Tabu search, Simulated Annealing, Ant 
colony optimization and Evolutionary algorithm are 
the five Meta heuristics algorithm implemented and 
found better solution quality in respect to cyclic 
heuristic.  

 The PSO is a stochastic optimization search 
algorithm. PSO is a population based search 
algorithm proposed by Kennedy and Eberhart (1995)  
Shao  et al. (2009) they adopt a mixed approach GL-
PSO for solving VRP with stochastic travel time 
discussed combining population search algorithm 
with the guided local search GLS based on trajectory 
search algorithm to solve SVRP. Yong and Hai-Ying, 
(2008) they used PSO with Inver-over operator and 
Dynamic Programming to solve VRPSD. 
 Genetic Algorithm (GA) is a stochastic 
optimization technique; it avoids getting trapped in a 
local optimum by the operator mutation. Many 
researches’ have been done in VRP using GA (Ismail 
and Irhamah, 2008). proposed a new scheme based 
on a hybrid GA and Tabu Search heuristic for 
VRPSD with preventive restocking. The Breeder 
Genetic Algorithm (BGA) is also proposed to solve 
VRPSD by (Irhamah and Ismail, 2009). BGA is 
powerful and reliable in global searching than GA.  
 In this study Genetic Algorithm as well as 
Particle swarm optimization (PSO) incorporated with 
Dynamic Programming (DP) to resolve SVRP. In 
order to find even better result PSO with GA 
operator is developed along with NNH for VRPSD. 
Cluster first and route second is the way of approach 
adapted in this study to target VRPSD.  
 

METERIALS AND METHODS 
 
Mathematical formulation: VRPSD is defined on 
complete graph G = (V, A, D), where V = { v0, v1, v2, 
. . . , vn} is a set of nodes (customers) with node vo 
denoting the depot, A = { (vi, vj) : i, jє {0, 1, . . ., n}, 
vi, vj є V, vi ≠vj } is the set of arcs joining the nodes 
and D = {dij : vi, vj є V, vi ≠ vj }are the travel costs 
(distances) between nodes. One vehicle with 
capacity Q has to deliver goods to the customers 
according to their demands. The customers’ demands 
are stochastic variables ζi, i=1, ..., n independently 
distributed with known distributions. The actual 
demand of each customer is only known when the 
vehicle arrives at the customer location. It is also 
assumed that ζi does not exceed the vehicle’s 
capacity Q and follows a discrete probability 
distribution pik=Probability (ζi = k), k = 0, 1, 2, ...,K 
≤ Q. A route must start at the depot visit number of 
customers and return to the depot. A feasible solution 
to VRPSD is a permutation of the customers V = 
{v0, v1, v2, . . . , vn} starting and ending at depot is 
called as a priori route. The vehicle visits the 
customer in the order of a priori route and depending 
on the actual customers demand besides whether to 
proceed to next customer or go to depot for 
restocking. Restocking occurs if the total demand of 
a customer exceeds the vehicle capacity.  
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 In VRPSD the objective is to find an a priori 
route that minimizes the expected distance travelled 
by a vehicle based at depot with the capacity Q. 
VRPSD under restocking policy requires to find a 
vehicle route and restocking policy to decide 
whether or not, to return to the depot for restocking 
before visiting the next customer to minimize the 
total expected cost of travel. Sometimes the choice 
of restocking is the best one, even if the vehicle is 
not empty, or if its capacity is bigger than the 
expected demand of the next scheduled customer, 
this action is called ‘preventive restocking’. The total 
cost depends on: 
 
• Cost of travel from one customer to another 

customer 
• Cost of restocking (travelling cost from 

customer to depot)  
• Cost of travel from customer to depot for 

restocking, if demand of customer exceeds the 
vehicle capacity  

 
 Suppose that V= {v0, v1, v2, . . . , vn} is a priori 
route. After distribution, let the remaining load of 
vehicle be q and fi(q) is the expected route length of 
the vehicle after servicing customer j, so that the 
expected cost of a priori route is f0(Q). If Hj denotes 
the set of all possible loads that a vehicle can have 
after service completion at customer j. Then fi (q) for 
qє Hj satisfies:  
 

p r
i j jf (q) Minimum {f (q),f (q)}=   (1) 
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With the boundary condition fn (q) = dn,0,q 

є Hn . 
 In (2), p

jf (q)  is the expected cost corresponding 
to the choice of proceeding directly to the next 
customer, while (3), r

jf (q)  is the expected cost in 
case preventive restocking is chosen. These 
equations are used recursively to determine the 

objective value of the planned vehicle route and the 
optimal sequence of decisions after customers are 
served (Yong and Hai-Ying, 2008). This study 
focuses on designing PSO incorporated with GA 
operators such as mutation and crossover to solve 
VRPSD and DP is used to solve the objective 
function of stochastic program.  
 
Proposed work: In this study, GA, PSO and HPSO 
are the Meta heuristics approaches adapted to solve 
VRPSD in this study. Solutions are represented using 
Permutation encoding in both GA and PSO. First GA 
with DP is developed to solve VRPSD. Then PSO 
with permutation encoding is proposed as second 
approach. To have better exploration of the solution, 
PSO is combined with GA operators called as 
Hybrid PSO (HPSO) is proposed as a third work. 
The genetic operators always explore all possible 
solutions. The velocity of PSO is updated; to exploits 
the best obtained solution. In HPSO, the n dimension 
particles are used to represent the solutions. The 
solution is converted to particle position value and 
smallest position value is used for converting particle 
position back to solution. 
 
Genetic algorithm: Genetic Algorithm is a 
stochastic optimization technique; it avoids getting 
trapped in a local optimum by the operator mutation. 
GA starts with an initial set of random solution 
called as population. Each solution in the population 
is called as chromosome. These chromosomes 
evolve through the iteration called as generations. 
During each generation the chromosomes are 
evaluated to fitness. The best fitting chromosomes 
are having high probability in getting selected for 
genetic operation such as crossover and mutation. 
After the predetermined generation, GA converges to 
the near optimal solution of the problem.  
 The algorithm to solve VRPSD using GA is 
shown in the Fig. 2. The feasible solutions are 
generated using NNH so that the length of route is 
less and help to converge quickly. The distance 
matrix is calculated among all pairs of customers and 
between a depot and all customers using Euclidean 
distance metric.  
 
Initialization and improvement: The real coded 
chromosomes are used to represent the solutions. For 
example, 2 3 4 1 5 is one of the solution 
represented as the chromosome for five customers. 
Then based on their demands pik  and remaining 
load in the vehicle, vehicle either go to the next 
customer or back to the depot to load the vehicle.  
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Fig. 2: GA Algorithm for VRPSD 
 
The feasible solutions are generated using NNH. The 
NNH is used to generate the path in such a way that 
the customers nearby are grouped in the same route. 
The distance matrix is calculated among all pairs of 
customers and between each depot and all customers 
using Euclidean distance metric. Initially, half of the 
populations are generated using NNH. Remaining 
chromosomes are generated randomly.  
 
Evaluation: The fitness is the route cost fj (q)

 
of a 

vehicle is calculated using dynamic. The fitness is 
high, if the total cost is minimum.  
 
Selection: The rank selection is used for choosing 
the chromosome to undergo genetic operations. The 
chromosomes are arranged in non decreasing order 
based on their fitness value. Then the chromosomes 
are selected for mating pool with high fitness and 
low fitness equally. 
 
Genetic operations: The two essential needs of 
searching such as exploration and exploitation are 
achieved by mutation and crossover operation of GA. 
The PMX crossover is used since the chromosomes 
are represented as path representation. Swap and 
inversion mutation is used for mutate operation. 
 
Particle swarm optimization: In PSO, the potential 
solutions are called as particles in the search space. 
All particles have fitness values evaluated using 
fitness function and velocities directing the particles 
towards solution.  The PSO is used to solve VRPSD 
with the real coded particles similar to that of 
chromosomes represented in GA. The algorithm is 
similar to general PSO except the particle 
initialization and conversion. 

Particle initialization and conversion: Initial 
solutions of PSO are initialized like chromosomes of 
GA. Every solution represents the vehicle route of all 
depots. It should be converted to particle position 
value (Liua et al., 2008) using the following 
equation: 
 
xij = xmin + ( xmax- xmin) / n [(yij -1 +rand() ] (4) 
 
yij is the jth dimension of the ith solution, xij is the jth 

dimension of ith particle, rand() is uniformly 
distributed in [0,1], n represent the number of 
customers, xmin and xmax are the boundary values of a 
particle position. For 5 customers, let Yi= {1 2 3 4 5} 
be the permutation encoding of a solution. Each yij is 
converted to a particle position value xij using (4) is 
shown in the following Table 3. 
 These continuous particle position values Xi= 
[xi1, xi2, xi3 … xid] are converted back to permutation 
of solution Yi= [yi1, yi2, yi3… yid] using Rank Order 
Value (ROV). The ROV uses Smallest Position 
Value (SPV) [34, 35] of a particle and assigns a 
smallest rank value 1. Then the next SPV is assigned 
as 2. In the same way all SPV of particles are 
handled and assigned with the rank value to a route 
permutation. The Table 4 illustrates the ROV of a 
particle to a permutation encoding. The pseudo code 
for solving VRPSD using PSO is shown in the Fig. 3. 
 
Hybrid particle swarm optimization for VRPSD: 
The PSO has many limitations. The performance of 
PSO is more problem dependent. The parameters of 
PSO vary from one problem to another, finding the 
optimal parameter value is not an easy task. PSO 
may converge prematurely, because of the fast rate 
of information flow between particles to converge to 
a single point lies between the global best and the 
personal best positions, resulting in similar particles 
without diversity of solution search space. PSO is 
hybrid with GA to overcome its limitations. This 
hybrid PSO is expected to have merits of both PSO 
and GA. PSO are simpler in algorithm and able to 
control its convergence, when compared to GA. But to 
have diverse search space, the GA operators are used. 
It makes the particle to fly to new search space and 
avoid premature convergence. So HPSO is proposed 
to solve VRPSD with varying inertia. Elitism is also 
added in order to preserve the good particles without 
being updated by inertia and GA operators. The 
pseudo code of HPSO is shown in Fig 4. 
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Fig. 3: PSO algorithm for VRPSD 
 

 
 
Fig. 4: HPSO Algorithm for VRPSD 
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Genetic operators: The crossover and mutation are 
the two operators applied for particles to evolve 
better in next iteration. Single point cross over is 
applied with all particles. The crossover is done with 
the gbest, (Pg). This is done in order to move the 
particle towards the global optima. The particles are 
mutated based on Pm. Swap mutation is applied if the 
random number is less than the Pm. If it is greater 
than Pm, inversion mutation is applied to explore the 
solution search space. The crossover and mutation is 
elaborated in Fig. 5. 
 
Dynamic programming to evaluate the route cost: 
The dynamic programming uses backward recursion 
that is more efficient than forward recursion. In 
VRPSD all possible combination of customer 
demands and vehicle load are to be explored. It 
consumes more space and time i.e. O((k+1)n). 
Recursion does not store the intermediate results. 
But DP consumes less space and time with caching 
strategy. In general DP model has three basic 
elements: stages, alternatives at each stage and state 
for each stage. In our proposed method, the three 
models of DP are: 

 
 
Fig. 5: Pseudo code for Genetic operators 
 
• Visiting sequence of customer is known a priori, 

where each customer is considered as a stage 
• Possible Load of vehicle Hj at each stage is 

considered as alternatives 
• Possible demand of a customer ζi at each stage is 

called as state 
 
 Then a priori route is now evaluated to find the 
cost using DP is shown in Fig 6.

 

 
 
Fig. 6: Pseudo code for DP 
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Table 1: Conversion of solution to a particle 
Dimension j  1  2 3 4 5 
Permutation 
Encoding (Yi) 1  2 3 4 5 
Position value (Xi) 0.304 0.582 0.807 1.528 1.777 
 
Table 2: Particle Conversion to permutation encoding 
Dimension j  1  2 3 4 5 
Position  Value (Xi) 0.380  1.292  0.642  0.994  1.956 
ROV 1 4 2 3 5 
 
Table 3: Results of VRPSD using GA 
No. of Initial best Final best No. of    Improvement 
customers solution solution iteration rate (%) 
5 18.5829 18.5829 1 0 
10 24.8939 22.3212 15 11.52 
12 26.2050 25.1820 5 17.9 
 

RESULTS 
 
 The Proposed algorithm is tested with the 
random data set. The data set is generated based on 
data provided Yong and Hai-Ying (2008). The 
capacity of the vehicle is considered as Q = 15. The 
number of customers/nodes to be serviced is 
considered for both small as well as medium size. The 
distance between the customers and the depot is 
generated randomly. The demand of each customer 
will not be known until the day of service, where it is 
assumed to lie between 0 and 6. Based on the previous 
data, the demand of each customer is given with 
discrete probability for demand varying from 0 to 6.  
 The Proposed Meta heuristic algorithms are 
implemented in MatLab 7.0.1 with Pentium 4.0, 
2.3GHz. The parameters of PSO are Number of 
Particles I = 10, Number of Iteration T=5, Initial 
inertia weight wmin= 0.4, Last inertia weight 
wmax=0.1, personal best position acceleration 
constant cp=0.5, Global best position acceleration 
constant cg=0.5, local best position acceleration 
constant cl=1.5 with the neighbor constant K=5. The 
mutation probability rate pm=0.4 for performing swap 
or inversion mutation. The elitism of 20% is used for 
updating the particle. The xmin=0.1 and xmax=0.7 are 
values used for converting solution to particle. 
 The HPSO is tested against PSO and GA. The 
PSO algorithm is implemented with the above 
mentioned values for parameters. The PSO uses 
varying inertia with gbest, pbest and lbest. The 
NNH approach is used to generate the initial 
population of PSO. In this, crossover and mutation 
are not incorporated. 
 The GA is implemented with partially mapped 
crossover (PMX) and swap and inversion mutation. 
The  parameters   used   are  Population Size is 10,  

Table 4: Results of VRPSD using PSO 
No. of Initial best Final best No. of    Improvement  
Customers solution solution iteration rate (%) 
5 18.5829 18.5829 1 0 
10 24.8939 23.1462 15 0.7 
12 26.2050 25.7181 13 1.84 
 
Table 5: Results of VRPSD using HPSO 
No. of          Initial best    Final best   No. of     Improvement 
Customers     solution       solution    iteration    rate (%) 
5                 18.5829       18.5829     1       0 
10                24.8939       21.9753    12       11.72 
12                   26.2050         24.6812       10       20.86 
 
Number of generation is 20, crossover probability rate 
pc is 0.6 and mutation probability rate pm is 0.4 for 
either performing swap or inversion mutation. After 
testing the data set with different elitism percentages, 
it is confirmed to be 20% which provides better results 
in preserving the good particles. 
 The results obtained by the GA are depicted in 
the Table 3. It projects the results for various 
customer numbers such as 5, 10 and 12 with initial 
best solution, final best solution along with how fast 
it converge to provide the optimal result and also the 
improvement rate. The improvement rate is 
calculated as: 
 
Improvement rate
Initial best solution final best solution 100%

Initial best solution

=
−

×
 

 
 For the customer size 5, the improvement rate is 
0. Because the initial chromosomes are generated 
using NNH, which itself produced the best solution. 
The number of iteration also increases in order to 
produce the optimal solution, when the number of 
customers is 10 and 12.  
 The results of PSO are projected same as GA in 
the Table 4. The improvement rate of PSO is low 
when compared to GA. Since NNH is used the initial 
best solution is same in both the cases. Table 5 
shows the results obtained using HPSO. The 
improvement rates are higher when compared to GA 
as well as PSO. 
 

DISCUSSION 
 
 The performance of Meta heuristic algorithms 
for VRPSD is shown in the Fig. 7. The graph depicts 
the cost obtained for the vehicle capacity Q = 10. 
The x-axis refers customer size and y-axis refers the 
cost of a priori route. 
 To investigate whether the performance of the 
algorithm are different with respect to problem size,  
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Fig. 7: Comparison of Meta heuristic algorithm for 

VRPSD 
 
ANOVA test was performed. There is no prominent 
difference at 5% level of significance in their 
performance. Another ANOVA test was performed 
with respect to number of iterations for the three 
algorithms. Table 5 shows the results obtained by 
ANOVA. Since the value obtained for F is less than 
the value of F0.05 with 2 and 8 degrees of freedom the 
null hypothesis can be accepted at 5% level of 
significance. The performance of algorithms differs 
with the number of iterations. 
 The cost of a priori route using HPSO without 
NNH and elitism for 10 random customers is shown 
in the Fig. 8. In iteration 2, the cost of route is 
reduced from 23.9 to 22.5, but this less cost is not 
preserved for further iteration, so after 15th iteration 
it converges to optimal solution. 
 In order to preserve the best particles elitism are 
added to HPSO. Because of which the convergence 
are made faster when compared to the one shown in 
Fig. 9-10 shows the performance of HPSO with 
elitism and without NNH. 
 Because of random initialization the initial cost 
is high. In order to reduce the initial cost, heuristic 
NNH is added to HPSO along with elitism. The Fig. 
10 shows the route cost obtained by HPSO with 
elitism and NNH. And as given in the Table 6 the 
improvement rate is also higher.  
  
Computational complexity: As stated, the complex 
NP-hard problem VRPSD is decomposed into sub  

 
 
Fig. 8: Route cost of HPSO without NNH and 

elitism 
 

 
 
Fig. 9: Route cost of HPSO without NNH and with 

elitism 
 
problems which are relatively solvable. Let n is the 
number of customers and K is the quantity that a 
vehicle can have at an instance of time and Q is the 
maximum quantity a vehicle can hold. In evaluating 
the fitness of each solution(DP) the computation of 
f0 (q) runs in O(nKQ) time, the memory required is 
O(nQ), if all intermediate values of fj (q) are stored, 
otherwise O(Q). This calculation has to be done for 
all solutions of PSO, HPSO and GA. 
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Table 6: ANOVA table 
Source of Degrees of Sum of Mean Square F 
Variation freedom squares  
Algorithms 2 11.555666 5.777833        1.88940 
Error 8 87.3333 10.916662  
Total 10 98.8889   
 

 
 
Fig. 10: Route cost of HPSO with NNH and with 

elitism 
 

CONCLUSION 
 
 This study applies genetic operator along with 
PSO to solve VRPSD. This study enhances the 
solution quality of VRPSD. The results obtained are 
competitive. The particles used are of n-dimension 
for n customers. It uses varying inertia. Elitism is 
used to update the particle to preserve the best 
obtained particles. To explore the results crossover 
and mutation are the operators added to PSO. To 
start with the good quality solution, NNH is used to 
generate the initial solution. The complexity of the 
proposed algorithm is also in polynomial time. The 
particles of PSO are in permutation encoding, which 
can be used for solving many sequencing problems 
like Traveling Salesman Problem, Bin Packing etc. 
 Further VRPSD can be extended to VRP with 
stochastic time. It can also be used for waste 
collection vehicle routing problem and for bus 
transportation where the demands are stochastic. 
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