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Abstract: Problem statement: The rapid increasing of online Arabic documents necessitated 
applying Text Categorization techniques that are commonly used for English language to categorize 
them automatically. The complex morphology of Arabic language and its large vocabulary size make 
applying these techniques directly difficult and costly in time and effort. Approach: We have 
investigated Bayesian learning models in order to enhance Arabic ATC. Three classifiers based on 
Bayesian theorem had been implemented which are Simple Naïve Bayes (NB), Multi-variant Bernoulli 
Naïve Bayes (MBNB) and Multinomial Naïve Bayes (MNB) models. TREC-2002 Light Stemmer was 
applied for Arabic stemming. For text representation, Bag-Of-Word and character-level n-gram with 
the length 3, 4 and 5 are used. In order to reduce the dimensionality of feature space, the following 
feature selection methods: Mutual Information, Chi-Square statistic, Odds Ratio and GSS-coefficient 
were used. Conclusion: MBNB classifier outperformed both of NB and MNB classifiers. BOW 
representation leads to the best classification performance; nevertheless, using character-level n-gram 
leads to satisfying results for Arabic ATC based on Bayesian learning. Moreover, the use of feature 
selection methods dramatically increases the categorization performance. 
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INTRODUCTION 

 
 Automatic Text Categorization (ATC) is the task of 
assigning a given document to its predefined category 
automatically. In recent years, using the computer in our 
life leads to increase the number of electronic documents 
and digital information. As a result, ATC has become 
one of the most powerful techniques for organizing the 
data. Instead of using the classical models of text 
classification that consist of a set of logical rules defined 
manually, Machine Learning (ML) approach had been 
applied widely to classify the texts automatically with 
high accuracy (Sebastiani, 2002). The most common 
Supervised ML algorithms are Statistical Learning 
algorithms, which provide a probability that a given 
document being assigned to particular classes based on 
probabilistic model (Kotsiantis, 2007; Sebastiani, 2002; 
Yang and Pedersen, 1997). Bayesian learning model is 
statistical learning model that based on Bayesian theorem 
of the independency of feature terms given the 
classification. Naïve Bayes (NB), Multivariate Bernoulli 
Naïve Bayes (MBNB), Multinomial Naïve Bayes (MNB) 
(Eyheramendy et al., 2003; Kotsiantis, 2007; McCallum 

and Nigam, 1998; Schneider, 2003; Mendez et al., 2008; 
Yang and Pedersen, 1997) are probabilistic models, 
which all apply Bayesian theorem while the way of 
computing the probability is different.ML approach 
divided into two phases; training phase and test phase. 
For the training phase, a set of documents of the 
collected corpus (called training set) is used to build the 
classifier by allotment a subset of the training set for each 
category and process them by several Information 
Retrieval (IR) techniques to extract a set of features used 
as characteristics for each category. In the test phase, the 
remainder of the corpus (called test set) will be used to 
test and evaluate the performance of the classifier by 
classifying the documents under each category as unseen 
documents and then compare the estimated categories to 
the pre-defined ones to measure the classification 
performance. Typically, there are two representation 
methods to represent the text as a set of features; Bag-Of-
Word (BOW) by using single words or phrases as 
features and n-gram by using sequence of words (Word-
Level n-gram) or characters (Character Level n-gram) of 
the length n (El-Kourdi et al., 2004). One problem arises 
of building ATC system is handling the huge number of 
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features, which can easily reach orders of tens of 
thousands (Al-Harbi et al., 2008; Eyheramendy et al., 
2003). For reducing the feature space dimension, many 
IR techniques have been applied, such as Stemming, 
Stop-words Removal and Feature Selection (FS). FS 
techniques such as Mutual Information (MI), Chi-Square 
Statistic (CHI), Information Gain (IG), GSS Coefficient 
(GSS) and Odds Ratio (OR) used to reduce the 
dimensionality of feature space by eliminating the 
features that are considered irrelevant for a particular 
category (Al-Harbi et al., 2008; Duwiri, 2007; Forman, 
2003; Fragoudis et al., 2005; Galavotti et al., 2000). 
 The main aim of this study is to evaluate and enhance 
the performance of the following Bayesian-based 
classifiers: NB, MBNB and MNB for Arabic ATC and 
analysis the effect of using the following FS methods: 
CHI, OR, MI and GSS on the classification performance. 
 
Related work: Many Bayesian learning and other 
statistical learning models have been applied for ATC. 
The bulk of ATC work has been devoted for English 
and other Latin language. Concerning Bayesian 
learning, McCallum and Nigam (McCallum and Nigam, 
1998) have carried out an analysis study of MNB and 
MBNB performance for English ACT. Their results 
proved that MNB outperforms MNB. In addition, MNB 
can perform well when the feature space size decreased. 
Another study conducted by Schneider (Schneider, 
2003) of using MBNB and MNB for spam filtering. 
The findings confirmed that MNB outperforms MBNB.  
 Unlike English language, a limited number of 
studies had been done for Arabic ATC(Al-Harbi et al., 
2008; Darwish and Oard, 2002; Duwiri, 2006; 2007; 
Harrag et al., 2009; Kanaan et al., 2009; Khreisat, 
2009; Mesleh, 2008; 2007). Among all of them only 
(Duwiri, 2006; 2007; Kanaan et al., 2009) used 
Bayesian learning model. However, they employed the 
simple NB, while MNB and MBNB, which we will 
investigate in this work, may achieve better. 
  Arabic language consists of 28 letters and unlike 
English, it written from right to left.In addition, Arabic has 
a complex morphology (El-Kourdi et al., 2004; Haraty and 
Ariss 2007). For that reasons, applying ACT techniques 
for Arabic is more complicated than that for English. 
 

METHODS AND MATERIALS 
 
Preliminary: Let X = {xi:i = 1,…,n} be a finite set of 
documents and let Y = {yi:j = 1,…,m} be a finite set of 
labels such that each document xiϵX belongs to a class 
label yiϵY, given a set of training examples, S = {(xi,yi), i 
= (1,…,n)}. The Bayesian learning task is to build from 
the training set a probabilistic model capable of 
estimating the conditional probability of the class y given 
an example x,p(y|x), for all possible values of y and x. 

Arabic Text Pre-processing: Like in any ACT system, 
the first step is pre-processing the plain texts. For 
Arabic texts, text pre-processing usually involves the 
following: removing punctuation marks, diacritics and 
non-Arabic letters, excluding the words with length less 
than three and eliminating stop-words (Khreisat, 2009; 
Larkey et al., 2007). In this study, Arabic TREC-2002 
Light Stemmer (Darwish and Oard, 2002) is employed 
to return the words to their stems by removing the most 
frequent suffixes and prefixes. 
 
Feature Selection: Given a category yiϵY and a feature 
term t belongs to one or more documents in X. Let A 
denotes to the number of times t presents in yi, B is the 
number of times t presents without yi, C is the number 
of times t absents in yi, D is the number of times t 
absents without yi and n is the training set size. CHI, 
MI, OR and GSS methods compute the score of t 
belongs to yi as the following: 
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 Max score of each FS function calculated as 
 

score i
i=1,…,m

Max max FS(t, y )=  (5) 

 
 Maxscore returns the appropriate category that t 
belong to. 
 
Classifiers: Given a document x represented as a set of 
feature terms x = {ti: i = 1,..,|x|} and a category y. The 
conditional probability of y given x,p(y|x), (called 
posterior probability) estimated as follows: 
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 Thus, the Bayes optimal classifier, the classifier 
that achieve the minimum error, is chosen according to: 
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 Therefore, the document x is classified to the 
category y*. 
 Particularly, if we denote to the number of 
documents under y which contain ti as nyi and the total 
number of documents under y as ny. Then, the 
probability p(ti|y) is estimated using Laplac prior 
(Chen et al., 2009) as: 
 

yi
i

y

1 n
p(t | y)

m n

+
=

+
 (8) 

 
where, m is the number of all categories and p(y) is the 
probability of y computed as: 
 

( ) Number of  documents in y
p y

Total number of  documents
=  (9) 

 
 Bayesian classifier introduced so far is the simple 
form of Naïve Bayes, for simplicity we call it NB. 
 
MBNB: Suppose that, the feature set that extracted 
from the training set is T = {t1,…,tk}. In MBNB, each 
document x is represented as a binary vector 

1 kv v , ,v=< … >r
 in which vi = 1 if ti occurs in the 

document x (at least once), or vi = 0 otherwise. Thus, 
each document x is seen as a result of k Bernoulli trials, 
where for each trial we decide whether or not ti occurs 
in x. Under the naïve Bayes assumption that the 
probability of each word occurring in a document is 
independent of other words given the class label, the 
probability p(x|y) is computed as a simple product: 
 

( ) ( ) ( ) ( )( ) ii 1 vvk

i ii 1
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=
= = −∏r

 (10) 

 
 Therefore, the maximum posteriori classifier is 
constructed as: 
 

( ) ( ){ }
y

y argmax p y p v|y* .= r
 (11) 

 
where, p(ti|y) and p(y) come from Equation (8) and (9) 
respectively. 
 
MNB: MNB represents the document x = {t1,…,t|x|}, as 
a vector 1 |x|v v , ,v=< … >r

, where vi is the number of 

occurrence of ti in x. The probability p(x|y) computed 
as the multinomial distribution: 
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 While |x| does not depend on the category y, then, 
there is no need to calculate p(|x|) and |x|! Schneider 
(2004). Moreover, if we denote to the number of 
occurrences of ti in category y as nyi and the number of 
the terms in category y as ny. So, the probability p(ti|y) 
is estimated by means of Laplac prior as: 
 

yi
i

y

1+ n
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where, n is the total number of all documents and p(y) 
computed as: 
 

( ) Number of  selected terms in y
p y =

feature set size
 (14) 

 
Performance measures: The effectiveness of ACT 
system can be measured by sorting the categorization 
result into the following: 
 For each category y, suppose that the classifier 
predictions are summed up as follows: True Positive 
(TP) refers to the set of documents that assigned 
correctly to y, False Positive (FP) refers to the set of 
documents incorrectly assigned to y, False Negative 
(FN) refers to the set of documents incorrectly not 
assigned to y and True Negative (TN) refers to the set 
of documents correctly not assigned to y. 
 
Precision and recall: Precision (p) and Recall (r) of a 
category y defined as: 
 

TP
p =

TP + FN
 (15) 

 
TP

r =
TP + FP

 (16) 

 
F1-measure: F1-measure is the most widely measure used 
to measure the classification performance and computed as 
the harmonic mean of p and r taken the form: 
 

2p.r
F1 =

p + r
 (17) 

 
Macroaveraged-F1 (Macro-F1): Macro-F1 computed 
as the arithmetic average over F1-measure of all 
categories: 
 

y

1
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EXPERMENTS AND RESULTS  
 
 The dataset used in this study is in-house collections 
of Arabic news consists of 3,172 documents and fill into 
the following categories: Arts, Economy, Politics and 
Sport. Dataset divided into 1,732 documents for training 
and 1,440 documents for test. Table 1 shows how the 
dataset divided for training and test per category. 
 The first step is pre-processing the plain texts. The 
pre-processing involves tokenization, normalization, 
stop-words removal and stemming. For text 
representation, we used character-level n-gram of 
length 3, 4 and 5 and stemmed-words. After 
representing the text, we extract four different features 
sets, one for each representation methods. Then, we 
employed FS methods for reducing the features 
dimension. The FS methods employed in our study are 
the following: CHI, MI, OR and GSS. Table 2 shows 
the impact of using FS methods for reducing the 
number of selected features as stemmed-words. Then, 
we built and trained the following Bayesian learning 
models: NB, MBNB and MNB. 
 For three feature representation methods, four 
feature selection techniques and three classifiers, the 
number of experiments carried out is 36 different 
experiments in which the number of experiments for 
each classifier is 12 experiments. 
 In each experiment, we evaluated the performance 
of each classifier on the test set using different number 
of the top most frequent terms in each feature set. The 
given numbers of the top selected features are 200, 400, 
600, 800, 1,000 and 1,200 features. 
 
Results using 3-gram representation: Fig. 1 shows 
the Macro-F1 results using 3-gram representation. It is 
clear that MNB classifier achieved the best 
performance using GSS method. The best Macro-F1 
result obtained by MNB is (0.912) when the number of 
feature terms is 1,000 or 1,200. The second Macro-F1 
result is achieved also by MNB with OR, which is 
(0.907) occurred when the number of selected features 
is 1,200 feature. MBNB comes after MNB in which the 
best result obtained is (0.902) using OR when the 
number of top terms is 1,000 or 1,200. However, unlike 
NB and MNB, MBNB performs well with small 
number of features. The best Macro-F1 results obtained 
by NB is (0.897) using GSS when the number of top 
terms is 1,000 or 1,200. Concerning FS methods, CHI 
leads to the worst performance overall, while GSS 
approximately leads to the best performance. 

Table 1: The categories and their training and test set 
 Art Politics Economic Sport 
Training set 414 430 543 345 
Test set 360 360 360 360 

 
Table 2: Stemmed-words feature set size for each category before and 

after applying FS methods. 
FS method Art Politics Economic Sport 
Without 5360 5039 4065 4182 
CHI 2215 1614 1827 1533 
GSS 2280 1719 1785 1399 
MI 2289 1513 1841 1546 
OR 2285 1545 1831 1528 

 

 
 
Fig. 1: Macro-F1 resultsusing 3-gram representation 
 

 
 
Fig. 2: Macro-F1 resultsusing 4-gram representation 
 
Results using 4-gram representation: Fig. 2 shows 
that MBNB achieved the best performance overall 
using 4-gram representation. The best Macro-F1 
achieved by MBNB is (0.927) when the number of 
features is 1,200 selected by OR or GSS. MNB and NB 
obtain the lowest   performance when the number of 
features less than 1,000, while they achieve better when 
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the number of features over than 1,000. The best result 
obtained by NB is (0.924) with 1,200 features selected 
by CHI. MBNB achieved better than NB in average, 
while the best Macro-F1 achieved is (0.924) when the 
number of features is 1,200 selected by OR method. 
 
Results using 5-gram representation: From Fig. 3, it is 
clear that MBNB achieved the best performance over all. 
However, increasing the 5-gram features more than 400 
is not effective in large. NB and MNB are performing 
well when the   number   of   features is more than 1,000. 
The   best Macro-F1 achieved by MBNB is (0.934) 
occurred by   using 1,000   features selected by OR 
method.MNB classifier achieved better than NB when 
the number of features less than 1,000 and after that NB 
outperforms MNB; however, increasing the number of 
features enhances the performance of both MNB and 
NB. The best Macro-F1 results achieved by NB and 
MNB are (0.929) and (0.891) obtained when the number 
of features are 1,000 and 1,200 respectively. 
 

 
 
Fig. 3: Macro-F1 resultsusing 5-gram representation 
 

 
 
Fig. 4: Macro-F1 resultsusing stemmed-words 

Results using BOW representation (stemmed-
words): Fig. 4 shows that MBNB classifier achieved 
well using small number of top features, while MNB is 
performing better when the number of features increased. 
However, MBNB outperforms both MNB and NB in 
general. The best Macro-F1 result achieved by MBNB is 
(0.941) using 400 features, selected by CHI method. 
However using MI to select the features for MBNB leads 
to (0.933) Macro-F1, when the number of top features is 
800. NB outperforms MNB when the number of features 
less than 800 features with the best Macro-F1 value 
(0.933) using 800 features, selected by MI. 
 

DISCUSSION 
 
 MBNB outperformed MNB and NB overall. The 
reason behind that is the number of extracted features 
from the dataset is not too large. Moreover, the dataset is 
small and balanced. These findings are dealing with 
McCallum and Nigam (1998) findings. In their study that 
conducted on Bayesian learning for ATC, they pointed 
out that MBNB almost achieved accurate performance 
with small number of features less than 1,000 features 
and when the dataset is balanced. However, in our study 
MBNB outperforms MNB for the same reason 
mentioned above. 
 Furthermore, MNB can outperform both of NB 
and MBNB when the number of features is extremely 
large and when the features occurred many times in 
the training data. For instance, using 3-gram 
representation leads to increase the features 
occurrences in the training data and as a result, MNB 
achieved the best performance.  
 In addition, using the stemmed-words as features 
leads to the best performance among all the used text 
representation techniques, nevertheless using character 
level n-gram for Bayesian learning models leads to 
accepted results; however, 3-gram representation leads to 
the poorest performance. 
 
Table 3: The best choosing of FS methods that leads to the best 

performance 
Classifier Feature type                        Number of top features 
 200 400 Over 
MBNB 3-gram GSS GSS MI 
 4-gram CHI CHI OR 
 5-gram GSS CHI OR 
 BOW MI GSS OR 
NB 3-gram GSS GSS MI 
 4-gram GSS GSS CHI 
 5-gram GSS CHI GSS 
 BOW GSS MI OR 
MNB 3-gram MI GSS MI 
 4-gram CHI GSS OR 
 5-gram GSS MI GSS 
 BOW OR GSS GSS 
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CONCLUSION 
 
 In this study, we investigated the use of Bayesian 
learning for Arabic Text Categorization. Two 
representation type were used for representing the text 
and four feature selection methods were investigated to 
reduce the feature space dimensionality. The 
experimental results on a collection of Arabic news 
proved that MBNB outperforms both MNB and NB 
overall and using BOW representation leads to the best 
performance. Furthermore, our findings verified that 
using n-gram is not limited on the distance-based 
classification models. In our experiment, we have 
investigated character level n-gram to represent Arabic 
texts for ATC based on Bayesian learning and it leads to 
accepted results. In addition, we have analyzed the 
relevance of choosing an appropriate feature selection 
method with the size and type of the features and their 
effectiveness on each classifier performance, (Table 3) 
sums up these findings.The bestMacro-F1obtained over 
all is (0.941), achieved by MBNB when the number of 
features is 400, represented by BOW and selected by 
CHI feature selection method. 
 In the future, we will expand the number of Arabic 
categories to cover the most common categories and we 
will include the other Bayesian learning classifiers that 
were not mentioned in this study. 
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