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Abstract: Problem statement: With the continued growth and proliferation of evmmerce, Web
services and Web-based information systems, themed of click-streamand user dataollected by
Web-based organizations in their daily operatioagehreached astronomical proportions. Analyzing
such data can help these organizations optimizefuhetionality of web-based applications and
provide more personalized content to visitors. T of analysis involved the automatic discovery
of usage interest on the web pages which are sttmed in web and applications server access logs.
Approach: The usage interest on the web pages in variougogessas partitioned into clusters such
that sessions with “similar” interest were placadthe same cluster using expectation maximization
clustering technique as discussed in this stiRBsults. The approach results in the generation of
usage profiles and automatic identification of ugeterest in each profileConclusion: The
significance of the results will be helpful for argzations for web site improvement based on their
navigational interest and provide recommendationpége(s) not yet visited by the user.
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INTRODUCTION associated data collected during the interactioith w
Web server on one or more Web sites. To discover
With the continual growth of Web-based knowledge from the raw data, it is necessary téoper
information systems, click-stream (sequential sedé the following three steps:
pageview requests) data and user data are collegted
Web-based organizations in their daily operatidfiee  «  Data collection and preprocessing
necessity to understand the large amount of data i Pattern discovery
inevitable in all fields of business, science and. pattern analysis
engineering. The ability to extract useful knowledg
hidden in these data and to act on that knowlesgmi
important strategic asset in today’s competitiverlgio
Capturing click-stream data will be helpful to mbde
and analyze the users’ browsing behavior. This tfpe
analysis requires the automatic discovery of megfain ) )
relationships from a large collection of semi-stmed ~*  First, a usage model is developed based on the
data stored in the application server logs. Theadisry browsing behavior in various sessions
of usage profiles automatically from click-streamtal ¢ Using this model, we learn “similar” interests of
will enable organizations to improve their web site  groups of sessions. This is called as the aggregate
management and Web personalization by prowdmg usage profile
dynamic recommendations. Each usage profile consists of pages of varying
Web mining can be considered as a special case of user interest/significance

the Knowledge Discovery in  Databases (KDD)e In the proposed method, the significance of the

This study focuses on the discovery of “similar”
interests of groups of sessions based on the rniga
behavior. To achieve this:

(Cooleyet al., 1997; Srivatsavat al., 2000; Agarwal pages in each profile is determined. These profiles
and Srikant, 1994; Mobashetral., 2000b). Web usage would later help in various applications of web

mining deals with the automatic discovery and asialy usage mining such as web site improvement,
of ‘“interesting” patterns from clickstream and assigning a new user to the appropriate cluster and
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recommend pages of interest not yet visited by th@ssociative measure which is Euclidean-distancedbas

user to provide personalized web content Hence users are clustered based on their sequential
order of web navigation.
Related work: A lot of research is being done in the Stochastic methods have been proposed for

area of Web Usage Mining. Based on the goals of thelustering user transactions for the purpose ofr use
analyst and applications, various algorithms can benodeling. Since each user may reveal differentgygfe
applied for cluster analysis. On the whole, clistgis  navigation behavior, the patterns should also captu
the process of grouping the samples into clustech s the overlapping interests of these users.
that samples within a cluster have high similarity Mixture models are able to capture complex,
compared to each other but dissimilar to samples inlynamic user behavior (Coolegt al., 1997). To
other clusters. As mentioned in (Mobasher al.,  determine the user behavior in web usage mining
2000a), two types of clustering can be performed orsystems, (Mustaphat al., 2009) deals with model-
usage data: Transactions Clusters and Page Clustetmased clustering method using Expectation-
Each type of clustering is helpful in different Maximization (EM) algorithm which is an extensioh o
applications such as personalization andk-means algorithm. EM algorithm is used for finding
recommendation, system improvement, web sitdhe parameter estimates in probabilistic modelse Th
structure, business intelligence and user behaviolEM algorithm has been compared with the k-means
Similarity measures form the core component forgve algorithm and the results showed an improvemettien
clustering algorithm. accuracy of the algorithm. A variant of the Model-
For several years, focus on cluster analysis haBased Clustering has been done in (Patlial., 2005)
been mainly distance-based cluster analysis. TAere in which the interpretation and visualization of deb
various distance-based similarity measures sudineas based clustering schemes wusing the concept of
Euclidean distance measure, Manhattan distance&orrespondence Analysis (CO-AN) has been done.
Minkowski, Mutual Neighbor Distance (MND), Simple User sessions are clustered using the first-ordsnkd
Matching Coefficient, Jaccard Coefficient and Rao’smodel using the EM algorithm. CO-AN is a multi-
coefficient. The usage of these similarity measurevariate statistical analysis method to interpred an
depends on the features of the samples. However, wisualize Web users’ navigation patterns. Thisalpful
(Chaofeng, 2009), a Sequence Alignment Method hafr commercial Web sites to understand the customer
been used for measuring similarities between welibehavior and provides scope for site improvement.
pages by considering the URL and the viewing tirhe o A similar research on model-based clustering has
the URL. The proposed algorithm for Web Sessiorbeen done in (Igoet al., 2003) based on first-order
Clustering Based on Increase of Similarities (WS&BI Markov model and a using a visualization tool, Web
has been implemented along with k-means clusterin@anvas. The results have shown that learning time
and Robust Clustering using linKs (ROCK) proving th scales linearly with sample size using model-based
decrease in time and space complexity. Researctlustering compared to agglomerative distance-based
regarding clustering of URLs using Sequencemethods in which the learning time scales quadediyc
Alignment Method has also been done in (Hawl.,, with sample size. In addition to the discovery of
2004). In this study, Hagt al. (2004) have clustered navigation patterns, prediction of future navigatio
web users using two different similarity measures:behavior has been included in (Borges and Levene,
SAM (non-Euclidean distance-based measure) an@008). Different scoring metrics such as the hitl an
Association measure (Euclidean distance-basedhiss score, the mean absolute error and the igoeran
measure). The sequential order of pages is taken inscore have been employed to determine the qudity o
consideration and not the position of the pageghSu prediction. In (Lee and Fu, 2008a), two levels of
sequences are called open sequences. As mentionedprediction of users’ browsing behavior have been
(Hay et al., 2004), sequences with the same elementproposed. Using Markov Model, browsing behavior is
occurring in the same order and irrelevant of thepredicted at the category level and using Bayes
positions of the elements are called open sequeRoes Theorem, prediction is done at the web page leAel.
example, the open sequence (1, 3, 5) occurs in theombination of Markov model and Bayes theorem
sequences (4, 1, 2, 3,6, 5), (1, 2, 3, 4, 2,8)(8n1, 3, results in a two-level prediction of user's browgsin
5, 2). Unlike most research, where users are gupebehavior. The results proved that the hit ratio is
into cluster with similar pages, it was proved tB&tv effective and accurate in both the levels. An esitam
retrieves sequences not only with similar pagestioeit of (Lee and Fu, 2008a) has been dealt with in (e
order of pages is also considered compared to thEu, 2008b) in which the overlapping or heterogeseou
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nature of user’s behavior and improvement in Hibra user’s request for pages P = {, ps.....pnjand a set
has been considered. of m sessions, S = {5%, %,....,S. Where each; 91 S

Fuzzy Relational Clustering Algorithms have beenis a subset of P.
applied for web usage mining (Krishnapuranal.,

2001; Labroche, 2007). Clustering of relationaladat Example: 2 1 3 2 1 represents a session consisting of a
using fuzzy approaches has been implemented usirgequence of page requests.

Fuzzy C-Medoids (FCMdd) and Robust Fuzzy C- Conceptually, each page is associated with a
Medoids (RFCMdd) in (Krishnapuraret al., 2001).  weight representing its significance. The weiglas be
These algorithms have been applied in Web Usagdetermined in various ways depending on the type of
Mining for discovering user profiles. Similar resefa  analysis. In most Web Usage Mining tasks, the wsigh
has been performed in (Labroche, 2007) for disgovermay be based on a combination of factors suchas th
of user profiles using Ant clustering algorithm aad time that the user has spent on a page visitedbauof
linear version of Fuzzy c-Medoids. visits to the page and size of the page.

Another approach to observing path traversal and Consider the web as a directed graphw@ere a
clustering based on that data is advanced by Shettelb  node p represents a web page visited and the egdge e
(1997) The basic approach there is to define a pathepresents the successive linear path; tiolppwed by
similarity measure for a given Web site. Then, thethe user. A session can be represented graphesliy
logged data about a user's paths is clustered using Fig. 1.
simple K-means algorithm to aggregate users into In the context of web usage mining, a modified
groups. However, it is not clear how the similarity version of the Pagerank algorithm is used for asig
metric is devised and whether it can produceweights to the pages of a session based on their
meaningful clusters. Approaches, essentially based navigational behavior. Since it is a linear pati (n
the association rule ideas (Agarwal and Srikan8419 parallel paths) each edge has a weight of 1. Hémee
Etzioni, 1996), have been proposed in (Coateyal.,  weight of a node ;ps the sum of the weights of the in
1997). However, these approaches assume that logegree of the node:p
contain user IDs, which is not common in the reatltv
except in the rare case that the idenatocol is used and W(p)=> w(e)
the clients are agreeable to release the user nailnes
related topic that has been recently gaining moumeris
the idea that we can learn much about users anﬁlac
customers by tracking and analyzing their cliclkstne,
which is of great importance in e-commerce.

Hence, a session-pageview matrix is obtained.
h row represents a session and each column
represents a frequency of occurrence of the pagevwie

the session. This is represented in Table 1 in e

MATERIALSAND METHODS first row represents the page id.

Data preprocessing: An important task in any web \

mining application is the collection of target datd to 1

which mining techniques can be applied. Data \
preprocessing is a pre-requisite phase and time- 3
consuming process before the data can be mined to /
obtain useful and interesting patterns. As mentioine 2
(Suresh and Padmajavalli, 2006; Cooktyal., 1997; /
Srivatsavaet al., 2000) data preprocessing involves
data cleaning, user identification, session idaaifon
resulting in the creation of a user session fileuger
session fi!e is a collection of pageviews group_@d b.Table 1: Session-pageview
user sessions. Each user session can be considered; 2
two ways: (i) a single transaction of many pagej
references or (ii) a set of transactions each stingi of
a single page reference. In this study, each sessio
considered as a single transaction consisting st af
pageviews navigated by a user during a single tasit
the site. Thus the session file consists of a sezpief
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Fig. 1: Page traversal graph in a session
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Table 2: Snapshot of the weights of the pagesedsit A popular model-based clustering method is the
1 2 3 4 5 6 Expectation-Maximization (EM) algorithm based on
0.166 0.000 0.000 0.000 0 0.166 Bayesian probability theory which is an extensidn o
0.545 0.090 0.000 0.000 0 0.000 . lqorithm. The E tation Maximizati

0.375 0.000 0.000 0.250 0 0.000 the k-means algorithm. The Expectation Maximization
0.400 0.000 0.000 0.000 0 0.400 algorithm is an efficient iterative method to detere

0.0763 0.000 0.615 0.076 0 0.000 the Maximum Likelihood (ML) estimate when missing

. ) . or hidden data exists.
In our approach, the weight of the pageview is  The EM algorithm is an iterative refinement

further determined by evaluating the importanceaof algorithm that can be used for finding the mean and

page in terms of the ratio of the frequency oftsi$0  giandard deviation parameter estimates. The exjecta
the page with respect to the overall page Visit®2in maximization algorithm assigns each object to atelu
session. A numerical weight is assigned to eachyccording to aweight representing the probability of
pageview visited with the purpose of “measuring’ it mempership. Therefore, new means are computed
relative importance/interest within the sessionthé | 55ed on weighted measures.

page has not been visited, the weight of the page i  ggch iteration of the EM algorithm (Han and

assigned 0. The page visits repeated consecutizely Kamber, 2006) consists of two processes:
been treated as a single visit to that page. ThHghtse

have been normalized to account for variances. « E-step-Each object;xis assigned to cluster,C
The above session file is represented by using the based on Bayesian probability. This is achieved
vector space model. Each sessigrissmodeled as a using the conditional expectation. Assign:
vector over the n-dimensional space of pageviewshE
session $s represented as: P(xOGC)=p(G |x)» p(G )px 1€ )/ px
s ={pfq pfo, pfs, ..., pf} The missing data are estimated given the
) o observed data and current estimate of the model
where, each pis the relative frequency of pageview | parameters. The probability of cluster membership

in session i. This type of weight normalization is  of gpject ¥, for each of the clusters is calculated.
referred to as transaction normalization which is These probabilities are the “expected” cluster

beneficial since it captures the relative membership for object x

importance/interest of the pageview in a session. «  M-step-Assuming that the missing data are known,

the likelihood function is maximized. The
probability estimates from the E-step are used to
re-estimate the model parameters:

Example 1. Suppose there are 17 pages and the user
has visited page 1 twice (Table 2), page 2 twicd an
none of the other pages in session 1, then&4, 1/4,

m =@/ xP(x0 G )Y, PO ¢
Pattern discovery-model-based session clustering: = '
Let S = {3, & %......Snjbe a set of m objects where This step is the “maximization” of the likelihoad
each object is represented by a vector of pageviewshe distributions given the data.
Our goal is to obtain sessions with “similar” irests. It iterates until the parameters reach a stable,
In contrast to the other clustering methods such asonvergence point or until the Maximum Likelihood
partitional clustering, hierarchical clustering wéie@  estimate reaches the maximum. The essence of the EM
the similarity measure is distance-based, modetdas algorithm is that for every iteration, maximizinget
clustering employs probability-based approach. Thé;on(_jitional expectation leads to an incrgase_oflcb_lge
basis of the probability-based clustering appro&ch Ilkel|hopd of the observed data for each iteratiohhis
based on finite mixture model. Mixture models dotea determines the number of clusters.
to capture more complex, dynamic user be_ha\_/ior._ RESULTS

A mixture is a set of k probability distributions,
each of which governs the attribute values distiilou  Pattern analysis: The web log files of msnbc.com web
of a cluster. Each individual distribution is reft to  site have been used for this research. This datés se
as a component distribution following a normal publicly available through the UCI KDD Archive
distribution. Each cluster is represented by a @bdlly ~ (2005) at the University of California. The webesit
model. Model-Based clustering methods optimize thencludes the page visits of users who visited the
fit between the given data and a mathematical model “msnbc.com” web site on 28/9/99. The visits are
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recorded at the level of URL category (for exampleTable 3: Frequency of page visits in each session

sports, news and so on) and are recorded inticheror 1 2 3 4 5 6 7 8 9 10 11 12 1314 15 16 17
It includes visits to 17 categories (i.e., 17 disti 2 0 0 0010000 0 0 00 0 0 0
. . . 0 000100O0OO0CT1TG0O0O0O0TG 0O
pageviews). The data is obtained from IS logs fory; | o 0 000 000 2 1 01 0 0 0
msnbc.com and news-related portions of msn.com.The o0 0o 00 00 1 00 0 0 00 0O 0 O
client-side data is not available in the web logsfi 2 o0 0 0001 000 0 0 00 0 0 O
Each sequence in the dataset corresponds to asusef ¢ 0 1000000 0 000 0 0 0
0 0 000001100 UO0OO0O0OOOTG OO
request for a page. 1 0 000000000 OOO OO0 O
The 17 categories are:
Id Category Id Category Each page has been given a numerical weight for
1 Frontpage 10 Living each session. This indicates the relative impoetasfc
2 News 11 Business each page in the session. If the page has not been
3 Tech 12 Sports visited, its weight is 0. This is represented ifblE.
4 Local 13 Summary Weka tool has been used for the experimental
5 Opinion 14 BBS evaluation. A model is estimated from the available
g I(\D/”ns'?'r 1lg '\-';Ir;"_i'ews samples in the dataset which are generally spli in
8 Weather 17 Msn-sports training and testing sets. The model is first desdy
9 Health using training samples and then it is evaluate@das
the performance on the test samples. In the prapose
Example: approach, the dataset has been partitioned into @0%
training data and the remaining 40% as test ddte. T
11 Expectation Maximization clustering algorithm has
2 been applied. The experiment was performed witBin 1
3224223 iterations resulting in 9 clusters with a maximum

likelihood estimate of 24.95867. Each cluster repnés

The above is a sequence of visits. Each recoad is sessions of “similar” interest in the web pagesthe
session. The first row indicates that the usenvisited  usage profile. Hence an aggregate usage profile is
category 1 twice. The second row indicates thasex u determined using the formula:
has visited category 2 once. The third row indisdhat
the user visited category 3 once, category 2 wsite Wt(p,up,)=>" W /nc
consecutively, then visited category 4 once andllfin s
visited category 2 consecutively three times. About
10000 sessions have been selected randomly for thiwhere:

experiment. A portion of the dataset is as follows: w? = The weight of the page in session s€c
161 nc = The number of sessions in cluster ¢
1611 . .

This is represented in Table 5.

1111111141121 2
81 Evaluation methods for session clustering: The
171 Precision P(i,j), Recall R(i,j)) and Purity evalwati
4 4 measures of each clusterfgr each web page i are

calculated.
After suppressing the page Vvisits repeated The Precision Measure is given by:
consecutively in a session (Table 3) using sheipsmn

Linux, the sample dataset is as follows: L k
Pl.)=w, /> w,
161 =
1611 . .
111111114112 1 2 where, W represents the aggregate we!ght(user interest)
of page i in cluster j. Since the weights have been
81 normalized between [0,1], the weight of the cluStes
17 1 is always equal to 1. Hence Table 5 also repregbats
4 Precision Measure of page i in cluster j.
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Table 4: Session pageweight
F-page News Tech Local Opine Misc Weather Healthving Businesss Sports Summery Btin  Travel Msn-N #8sn

0.667 0.000 0.000 O 0 0.33 0.00 0.0 0 0.000 0.00 0 0.00 O 0 0
0.333 0.000 0.000 O 0 0.33 0.00 0.0 0 0.333 0.00 0 0.00 O 0 0
0.545 0.091 0.000 O 0 0.00 0.00 0.0 0 0.182 0.09 0 009 O 0 0
0.5 0.000 0.000 O 0 0.00 0.00 0.5 0 0.000 0.00 0 000.0 0 0
0.667 0.000 0.000 O 0 0.00 0.33 0.0 0 0.000 0.00 0 0.00 O 0 0
0 0.000 0.000 1 0 0.00 0.00 0.0 0 0.000 0.00 0 0.@0 0 0
Table 5: Aggregate usage profile
Front Msn- Msn-

Cluster page News Tech Local Opinion On-air Misc eather Health Living Business Sports Summery B'tinTravel N S

Cco 0.024 0.003 0.002 0.002 0.001 0.005 0.000 0.946.001 0.006  0.006 0.002 0.000 0.001 0.000 0.00010.0
C1 0.146 0.075 0.010 0.008 0.084 0.028 0.003 0.000.002 0.238 0.221 0.009 0.003 0.002 0.112 0.001580.0
c2 0.000 0.362 0.040 0.028 0.000 0.107 0.047  0.004.000 0.001 0.011 0.000 0.321 0.061 0.017 0.00010.0
C3 0.004 0.000 0.000 0.000 0.001 0.003 0.001 0.009.000 0.005  0.000 0.472  0.004 0.502 0.001 0.00000.0
Cc4 0.094 0.015 0.736 0.047 0.003 0.022 0.007 0.000.009 0.047  0.005 0.008 0.000 0.000 0.007 0.00M00.0
C5 0.061 0.008 0.044 0.065 0.035 0.021 0.037 0.038.563 0.000 0.018 0.054 0.035 0.009 0.013 0.00000.0
C6 0.653 0.089 0.016 0.021 0.000 0.020 0.021  0.000.022 0.004  0.030 0.067 0.009 0.049 0.000 0.00M000.0
c7 0.028 0.012 0.011 0.000 0.000 0.884 0.000 0.030.018 0.002  0.000 0.007 0.000 0.002 0.000 0.00M00.0
Cc8 0.045 0.029 0.006 0.635 0.000 0.038 0.080 0.076.000 0.012  0.000 0.009 0.016 0.053 0.000 0.00030.0

Table 6: Recall Measure of each cluster for eagje pa

Front Msn-  Msn-
Cluster page News Tech Local Opinion On-air Misc eather Health Living Business Sports Summery B'tinTravel N S
Cco 0.02 001 0.00 0.00 0.01 0.00 0.00 0.86 0.00 20.0 0.02 0.00 0.00 0.00 0.00 0.00 0.01
C1 0.14 0.13 0.01 0.01 0.67 0.02 0.01 0.00 0.00 50.7 0.76 0.02 0.01 0.00 0.74 1.00 0.93
c2 0.00 061 0.05 0.03 0.00 0.10 0.24 0.00 0.00 00.0 0.04 0.00 0.83 0.09 0.12 0.00 0.01
C3 0.00 0.00 0.00 0.00 0.01 0.00 0.01 0.01 0.00 20.0 0.00 0.75 0.01 0.74 0.00 0.00 0.00
Cc4 0.09 0.02 0.85 0.06 0.03 0.02 0.03 0.00 0.01 50.10.02 0.01 0.00 0.00 0.05 0.00 0.00
C5 0.06 0.01 0.05 0.08 0.28 0.02 0.19 0.03 0.92 00.0 0.06 0.09 0.09 0.01 0.09 0.00 0.00
Cc6 0.62 001 0.02 0.03 0.00 0.02 0.11 0.00 0.04 10.0 0.10 0.11 0.02 0.07 0.00 0.00 0.00
C7 0.03 0.02 0.01 0.00 0.00 0.78 0.00 0.03 0.01 10.0 0.00 0.01 0.00 0.00 0.00 0.00 0.00
C8 0.04 0.05 0.01 0.79 0.00 0.03 0.41 0.07 0.00 40.0 0.00 0.01 0.04 0.08 0.00 0.00 0.04
Table 7: Purity values of each cluster L -
Cluster Purity ¥
8 Cluste

o =
C1 0.24 = 06 - L i
C2 036 ;.:v 0.5 < A Cluster2
c3 0.50 § 0.4 Cluster3
c4 0.74 5 03 - A Clusterd

. :L 3 LN | @ Clusters

0.2

gg ggg 0.1 !- o WA - =1 Clusters

: s+ 2wB a2 NRA=caSRme=a Cluster?
g; 823 01 234567 8 9101112131415161718 Clusters

. : "V b

Average purity 0.61 e pase

The modified Recall measure is given by: Fig. 2: Interest on the web pages in clusters

n The average purity of the clustering is the ratio

RG, ) =w; /Y w, sum of the purity values of all the clusters to tbel
1= number of clusters. It is found to be 61%. Thedathe

o ) o _ purity result, the better is the performance of the
This is represented in Table 6. Purity is a simplegjystering result.

and transparent evaluation measure. It represéets t

portion of the cluster corresponding to the |arges'interpretation of clusters. In Table 3, each cluster
aggregate weight of the page with respect to thetef:  represents the cluster centroid. The centroid semis

the mean values of the web pages contained in each
cluster. The aggregate usage profile is represeinted
Fig. 2 which shows the user interest on the welkepag
The centroids enable us to describe each cluster by
This is shown in Table 7. assigning it a name. Among all the clusters, usirg
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Recall measure of each cluster for each web pag€luster6 is focused on “Frontpage” as seen in Big.
shown in Table 7, we observe that the maximuraltec Cluster7 can be labeled as “On-air” (Fig. 10). @B

of web pagel (FrontPage) is present in Cluster6can be labeled as “Miscellaneous” (Fig. 11). A gisu
Similarly, in web page 2, it occurs in Cluster2r @b  representation of the users’ interest on the welepds
page 3, the maximum rating occurs in Cluster4. Foshown in Fig. 2-9. From this one can easily conelud
web page 8, we find the maximum rating appears irthat the user interests are either uni-focused (for
Cluster0. From these observations, we infer thatnstance ClusterQ) or multi-focused (Clusterl).
sessions in Cluster0 are interested in obtaining

information about weather. Hence Cluster0 can be ©6

labeled as “Weather”. This is represented in Fig. 05 s ¥

However, sessions in Clusterl indicate that usees a
randomly scanning the web pages. Hence Clusterl ma
be labeled as “Random Surfers” as depicted in #ig.
Cluster2 is characterized by interest in web pages
(News) and 13(Summary) as shown in Fig. 5. Hence . . . ...
cluster2 can be labeled as “News”. Cluster3 is $edu 0 s 10 25 20
on web page 12 and 14. Hence this cluster can be Web page

labeled as “Sports” as shown in Fig. 6. Clusterd loa

labeled as “Technology” shown in Fig. 7. Clusteg®mc Fig. 6: Cluster3

be labeled as “Opinion” as represented in Fig. 8.

0.4

terest

03

User

0.2 # Cluster3
0.1

0.8

L
1 Py _ 0.7
7 0.6
08 B 0.5
b E
7 = o4
E 0.6 § o2
z :‘ = & Clusterd
5 04 o
n *
] 53 # ClusterQ o - 0"."0’..‘.‘.
o] 5 10 15 20
&
0 P40 e G020 000 0 Web page
0 5 10 15 20
Web page .
o Fig. 7: Cluster4
Fig. 3: Cluster0
06
*
0.3 05
0.25 &
- s 2 04
£ 015 | @ 5z 03
5 @ 5
Z 01 - * # Clusterl 0.2 LSt
0.05 o » 01
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0 oo *e ’,‘.00” PR PO
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‘Web page
Fig. 4: Clusterl
Fig. 8: Cluster5
0.4
0.35 * -
03 . wl
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5 05 % os
E 02 3
5 £ 04
2 015 3
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