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Abstract: Problem statement: The problem inherent to any digital image is thegé amount of
bandwidth required for transmission or storage.sThas driven the research area of image
compression to develop algorithms that compresgyésao lower data rates with better quality.
Artificial neural networks are becoming attractiire image processing where high computational
performance and parallel architectures are requifgmproach: In this research, a three layered
Backpropagation  Neural Network (BPNN) was designedor building image
compression/decompression system. The Backpropagagiural network algorithm (BP) was used for
training the designed BPNN. Many techniques werdus speed up and improve this algorithm by
using different BPNN architecture and differentued of learning rate and momentum variables.
Results: Experiments had been achieved, the results olsta;weh as Compression Ratio (CR) and
peak signal to noise ratio (PSNR) are compared thighperformance of BP with different BPNN
architecture and different learning parameters. €fiigiency of the designed BPNN comes from
reducing the chance of error occurring during thengressed image transmission through analog or
digital channelConclusion: The performance of the designed BPNN image corsmessystem can
be increased by modifying the network itself, léagnparameters and weights. Practically, we can
note that the BPNN has the ability to compressaiméd images but not in the same performance of
the trained images.

Key words: Image compression, artificial neural networks, Ipmokagation neural network,
backpropagation algorithm

INTRODUCTION training algorithms have been developed for image
compression which provided high Compression Ratio
Artificial Neural Networks (ANN) models have (CR) and high Signal to Noise Ratio (SNR).
been studied for many years in the hope of achievin The BPNN has the simplest architecture of ANN
human-like performance in the fields of patternthat has been developed for image compressiontdut i
recognition, speech and image recognition wheré higdrawback is very slow convergence. Many approaches
computational rates are required. The Backpropagati have been carried out to improve the speed of
Neural Network (BPNN) is the most widely used multi convergence. These approaches are computationally
layer feed-forward ANN. The BPNN consists of threecomplex in nature and applied only to limited patte
or more fully interconnected layers of neurons Wwhic At the same time, the images used for compressien a
can be trained by using the Backpropagation Algarit of different types like dark image and high intépsi
(BP). The BP training can be applied to any muytgla image. When these images are compressed using
NN that uses differentiable activation function andBPNN, it takes longer time to converge because any
supervised training (Wasserman, 1989). given image may contain a number of distinct gray
Image compression is a process of: representing devels with narrow difference with their neighbodab
image with fewer bits while maintaining image qtiali pixels. Therefore, Durai and Saro (2006) suggested
(Gonzales and Wintz, 1987); saving cost associatethapping the gray levels of the image pixels andr the
with sending less data over communication lines andheighbors in such a way that the difference in gray
finally reducing the probability of transmissiorras.  levels of the neighbors with the pixel is minimizaadd
In the literature, different ANN architectures and then the CR and network convergence can be improved
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They achieved this by estimating a cumulativeproblems that must be solved by using ANNs are the
Distribution Function (CDF) for the image. They dse definition of network architecture, learning paraens
CDF to map the image pixels, then, the BPNN yieldsand the weights on the connecting arcs between the
high CR and converges quickly. Their experimentsneurons. In this research, we present and improve
achieved CR equal 4:1 and Peak Signal to NoiseoRatBPNN image compression/decompression system
(PSNR) equal 28.91 when applied this approach omvhich is trained by BP.

(256x256) Lena image. While, Rogt al. (2005)

developed an edge preserving image compression MATERIALSAND METHODS

technique using one hidden layer feed forward BPNN

of which the neurons are determined adaptively.eEdgBPNN for image compression: In this research, a
detection and multi-level thresholding operatioms a BPNN is designed for image compression and the
app“ed to reduce the image size. The processegeimaarChiteCtUre of it is de\{eloped USing the idearafogler
block is fed as single input pattern while singlgput ~ Problem. The BPNN is fed by analog gray level of
pattern has been constructed from the original @nagimage (ranged between 0 and 255) as an input and
unlike other NN based techniques where multiplegiena Produces an appropriate compressed code at owtputs
blocks are fed to train the network. Their experime hidden layer units. In the reconstruction procesis
achieved CR (30:1) and SNR (0.3013) when they egpli Network would produce an analog gray level image by
their proposed approach on Lena image. the outputs of output layer units.

Khalil (2007) proposed a bipolar sigmoidal BP ~ The design of BPNN for image compression
(PPB) to train a feed forward auto associative NlNe ~ system involves determining the number of
proposed method includes steps to break down largeetwork’s layers. The complexity of decision region
images into smaller windows for image compressiorformed by network can be increased by increasing
process. Experiments have been achieved CR (8dl) athe number of layers. BPNN with three layers (input
PSNR (29.0) on applying PPB with number of hiddenhidden and output layers) as shown in Fig. 1 and a
units equal 16 on (256x256) Lena image. suitable number of hidden layer units is a good

Xianghong and Yang (2008) used BPNN for imagechoice because one layer of sigmoidal hidden usits
Compression and deve|oped a|gorithm based OﬁufﬁCient to apprOXimate any continuous function
improved BP. The blocks of original image are(Jagesh and Poon, 1999). It is noted practicalt th
classified into three classes: background blockfeas ~When BPNN architecture is designed with more than
blocks and edge blocks, considering the features d¥ne hidden layer, the probability of occurring BP
intensity change and visual discrimination. Experits ~ Problems such as trapping in local minimum and
have been achieved CR (3.156:1) and PSNR (41.209fow convergence would increase very much than
on applying this approach with number of hiddertaini When we design BPNN with three layers only. As
equal 8 on (256x256) Lena image. shown in Fig. 1, the number of input layer units)(i¥

Finally, Veisi and Jamzad (2009) presented arfqual to the number of output layer units (N). The
adaptive method based on BPNN for imagenumber of neurons in input and output layers is
compression/decompression based on complexity levgloverned by the dimension of image sub blockRP
of the image by dividing image into blocks, compgti
the complexity of each block and then selecting one e c o Reconstructed
network for each block according to its complexity = ki g tmage
value. They used three complexity measure methods™
such as: entropy, activity and pattern-based to .
determine the level of complexity in image blocks.
They used best-SNR approach in selecting compresso
network for image blocks which chooses one of the

trained networks such that results best-SNR in -
compressing the input image block. Experiments have —%iw/m:ienmm\-@——‘fx
been achieved CR (3.156:1) and PSNR (34.92) on ‘ ! ‘

. i A . . Input layer Output layer
applying this approach with number of hidden units R ®
equal to 8 on (256x256) Lena Image. Original| Compression image Compression| Reconstructed
According to literature studies, we need HHgges]|  process process nage

compression technique that leads to less storage
requirements and best CR. The two most importanFig. 1: BPNN image compression system
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Whereas the number of hidden layer units with Kiauni Preparation of BPNN training/testing set: A testing

(K<N) is usually less than the number of input laye set consists of sub images that are not includeitién

units, no rule exists to select the best numbemds in  training set and it is used to assess the BPNN

the hidden layer. Therefore, the number of hidésgel performance after training. The preparation of

units is determined empirically and it is affects o training/testing set includes the following steps:

compression performance of BPNN as shown later in

results. Step 1: Apply the segmentation process on the intmge
be used in learning/testing processes.

Image normalization and segmentation must be  Step 2: Apply rasterization and normalization oergv

applied to that image to simplify using it by th®BN. block segment.

The image data is represented by the pixel valugtep 3: Store the results in the training set file.

function f(X,Y) where X and Y correspond the  Step 4: Repeat from Step 1 while there are morgéma
spatial coordinates within the image with pixelued to be used in training process.

between 0 and*2l, where k is the number of bits

which represent each pixel in the image, usually&  gimulation of BPNN learning: a simulation program
then the pixel values would lie within the range2Bb].  to implement BP was built to include the steps:

The BPNN requires inputs with real type and the

sigmoid function of each BPNN neuron requires thestep 1: |Initialization of network weights, learnirate

input data to be in the range [0-1]. For this reatwe (n) and Threshold error. Set iterations to zero.
image data values must be normalized. Thestep 2: Open file which contains the image training
normalization is the process of linearly transfotioma set.

of image values from the range [0-255] into anothergiep 3. Total error = zero; iterationsiterations+1.
range that is appropriate for BPNN requirements t05ie, 4:  Get one vector and feed it to input layer.
obtain valuable results and to speed up the leamingie, 5. nitialize the target output of that vector

(Kursk et al., 2006). In this research, the image iSgiep 6: Calculate the outputs of hidden layer units
linearly transformed from range [0-255] to rangell0 gien 7:  Calculate the outputs of output layer units

_Image segmentation is the process of dividing these, 8:  Calculate error (desired output - actubut
image into sub images, each of which is considéved and calculate total erros total error + error.

be a new separate i_mage._ In this research, _theeirisag Step 9: Calculate delta sigma of output layer usuitd
segmented by dividing it into non overlapping bleck adjust weights between output and hidden
with equal size to simplify the learning/compregsin layer

processes. The input I_ayer _units of BPNN areStep 10: Calculate delta sigma of hidden layer sunit
represented by one-dimensional vector. Image and adjust weights between hidden and input
rasterization is the process of converting each sub layer

'dmage .frorr|1 a_two-dimensional block into a One'Step 11: While there are more vectors, go to Step 4
imensional vector. Step 12: If Threshold error >= Total_error thenpsto

Initialization BPNN learning parameters. The otherwise go to Step 3.

weight connections of the BPNN are represented béPNN compression process The number of

two weight matrices. The first matrix is V. which ophactions between each two layers in BPNN is
represents the weight connections between the inp Ciculated by multiplying the total number of nenso
and hidden layer units and the second matrix is f the two layers, then adding the number of bias
which represents the weight connections betweer) thﬁeurons connecti,ons of the second layer (bias
fconnections of a layer is equal to the number péra
neurons). If there are Ni neurons in the input fajéh
feurons in the hidden layer and No neurons in the
output layer, the total number of connections igeni

by equation:

matrices must be initialized to small random nuraber
because the network may be saturated by large salu
of the weights. The learning rate value usuallyerté
the rate of network learning and its value (betw@en
and 0.9) is chosen by the user of the network. &alu
that are very large can lead to instability in tteéwork  Network Size(Nw) = [(NkNh)+Nh]+[(NhxNo)+No] (1)

and unsatisfactory learning, while values that @@

small can lead to excessively slow learning The block diagram of the BPNN image
(Wasserman, 1989). compression/decompression is shown in Fig. 2. The
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compression process can be summarized by th8tep 6: Return this sub image to its proper locatio

following steps: Step 7: Denormalize this block and store it in the
. ) . . reconstructed file.

Step 1: Read image pixels from file and then noeal gtep, 8: While there are more vectors in compressed

it by converting it from range [0-255] to range file go to Step 2.

[0-1].
Step 2: Divide the image into non-overlapping bBICk | mproving performance of BP: The performance of
Step 3: Rasterizing the image blocks. BPNN can be improved by applying many approaches

Step 4: Apply the rasterized vector into input layeits 55 follows.
Step 5: Compute the outputs of hidden layer umjts b

multiplying the input vector by the weight Aqding bias unit: A bias unit is added as a part of
matrix (V). , , every BPNN layer but not the output layer. Thistuni
Step 6: Store the outputs of hidden layer uniteraft p55 3 constant value of 1 and it is connected tonitis
denormalizing them in a compressed file. in the next layer. The weights on these connectoams
Step 7: While there are more image vectors go tQe trained in just the same way as other weighte T
Step 4. bias units provide a constant term in the weiglsteh

At the beginning of NN compressed file, there is a\of the units in the next layer. The result is sames an

header block that contains information about th&c® |mpr0\_/emen_t on convergence properties of the nédwor
image and the compression process parameters. Th_e p|as unit also prowd_es a threshold effect ache.
unit it targets. It contributes a constant term in

BPNN decompression process. The implementation of summation of products (NET]j) which is the operand i
BPNN decompression includes the following steps:  sigmoid function. Thus, we used the equation:

Step 1. Open the compressed file.

Step 2: Take one vector from the file.

Step 3: Normalize this vector (it represents thipois
of hidden layer units). _ This is equivalent to translating the sigmoid eurv

Step 4: Compute the outputs of output layer units b o the left or to the right. In this way, the biasit
multiplying outputs of hidden layer units by the provides an adjustable threshold for each targét un

N
NET, =Y XW, + 2)
i=1

weight matrix (W). ~ The threshold for unit j then comes from the vatdie
Step 5: Dgrasterlze t.he output§ of output layetsutoi W|0 (considering 6 as % unit) the weight of
build the sub image of size<P. interconnection for bias unit.
| Input image with xxy dimensions I Using momentum variable (8): Momentum variable
J L improves the training time of BP and enhancing the

| Normalization |

T L stability of the process. It involves adding a tdorhe
[ Scgmentation | weight adjustment that is proportional to the amafn
B, ] the previous weight change. Once an adjustment is

rT—11 11 made, it is “remembered” and serves to modify all
= % \‘ : subsequent weight adjustments (Wasserman, 1989). We

[ Reswmmton, | used the following equation for weight adjustment:

Vector of length PxP new _ ol new
Q_ Wji - iji d [AV\ﬁq] (3)

‘ Apply one vector to input layer |
¥ y

Input layer and also, we used the following equation (Wasserman
units .
1989):
Hidden layer units [ijti]]new = ngy° o]q—l + a [Awq]old (4)
| Denormalization of vector I
Compressal wision of i Shack where, a is the momentum variable in the range 0.0-
1.0, but it is commonly set to around 0.9. By using
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narrow gullies in error surface (if they exist)mat than  each bit of image intensity as suggested by Melegsale
crossing rapidly from side to side.dfis 0.0, then the (2005). To simulate transmission process, we take t
smoothing is minimum; the entire weight adjustmentcompressed file of an image that compressed using
comes from the newly calculated changex 1§ 1.0, the BPNN and then, a random noise is added to this
new adjustment is ignored and previous one is tegdea compressed file.

Between 0 and 1 is a region where weight adjustsnent ~ The transmission on analog channel is simulated as

are smoothed by amount proportionattéWasserman, follows: each index in the compressed image file is
1989). converted into a decimal code and then a random

number of Gaussian distribution is generated fat th

Using beta (B): The variable Beta can be used in theC0de. If the random number is greater than 0.Scdue

steepness of the shape of sigmoid function. Whém IS decremented by one. The Probability of error of
used in BP training it lies in the range [0.1-1,v8hen changing the code can be varied by altering theevaf
B has a value of 0.1, learning is slowly converge, b the variance during the generation of the Gaussian

when the vae o = 1, nstabity may occur why S0 funbers, Whereas e tansmission on o
is used in sigmoid function, we used the following y dig :

equation: index in the compressed image file is converted @t
' binary code, then for this code a random number of
OUT =F(NE))=1/(1 + @NETI) (5) Gaussian distribution is generated, if it is gredtan
0.5 or less than -0.5, then one bit is inverted.

Also we used the following equation:
RESULTS

F (NET)) = Bx(OUT (1 - OUT)) (6) , . .
The CR is the degree of data reduction obtained as

Changing the learning rate value (n): an attempt to a result of compression process. In BPNN image
produce more efficient BPNN learning, by allowilgt compression system, the CR is defined by the wftio
value ofn to begin at a high value and to decreasdhe data fed to the input layer Neurons (Ni) to dlaga
during the learning process. At the same timewallg ~ out from the hidden layer neurons (Nh). Also the CR
o to begin with low value and to increase duringcan be computed by the equation:
learning process to improve learning performance.

CR = (1- (Nh/Ni))x 100% @)
Introduction of random noise: One of the most
important problems of BP training is the local miaim After completing the decoding process, the SNR
problem. Local minimum traps can be avoided with th and PSNR and NMSE (Normalized Mean Squared
introduction of random noise during the training Error) should be calculated between the reconstduct
process. Introducing random noise is another way ofmage and original image to verify the quality bt
shifting the location of error function thereby decoded image with respect to the original one. To
permitting the descent process to escape from locaheck the compression performance, the CR andeBit P
minimum and continue on its downward search for aPixel rate (BPP) are calculated. The CR is the arhou
global minimum. The introduction of noise can alsoof compression, while BPP is the number of bits
improve the network’s ability to generalize. Intumihg  required to represent each pixel value of compresse
noise into the training patterns can be done bynadd image. The better compression performance is aigh t
small random perturbations to the training patternsighest CR, the least BPP rate and highest PSNR
during training process. (Gonzales and Wintz, 1987). Simulations were

conducted to evaluate the compression and
Effects of channel errors. The fundamental problem generalization performances of the proposed BPNN
in image transmission is the image reproduction aimage compression system. The efficiency of this
receiver with acceptable image quality. ANN has aBPNN was tested by several experiments using real
strong immunity against noise and this can be emathi world images.
by simulating image transmission on analog or digit
channel with white noise added to transmitted imdge BPNN size, capacity and generalization: The network
analog transmission, noise is added to image iit}ens capacity quantifies the learning capabilities of MN
value, while in digital transmission, noise is adide  architecture, which is a measure of the number of
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training patterns that ANN can correctly identiffea =~ Hidden layer neurons Vs BPNN convergence time:
training has been completed. Generalization is th&o evaluate the relation between the Nh, convermgenc
network’s ability to correctly identify a patterm @ther  time and reconstructed image error, the BPNN was
parts of the domain that the network did not accessrained on the image (boyl6.dat) of dimension 16x16
during the training phase (Alshoailgt al., 2009). with training set of 4 blocks (block size 8x8) anith
Referring to BPNN in Fig. 1, let Ni represents thetolerance value equal 0.001 for various Nh. Wedixe
number of input layer neurons, No represents thall other network parameter values except Nh. We
number of output layer neurons, Nh represents theecorded in Table 3 convergence time, PSNR and
number of hidden layer neurons and Nw represemts thRMSE error for each value of Nh. From Table 3, we
total number of weights in BPNN including bias can see that minimum convergence time, minimum
weights, the Capacity (C) is defined as (Nw/No).error, maximum SNR and PSNR occur when Nh = 8.
Assume that, training patterns are taken from &N
pixel image which is partitioned intoxP pixel patches
for training, where P is the block dimension. Lgb N
represents the total number of patterns in traisitg

Number of input layer neurons vs. CR: The block
dimension (P) plays a role in determining Ni, whisiie
equals PxP. When the P is increased then Ni is
increased also, this would result in increasing @
Table 4 shows various BPNN architectures (for uio
Np = (NxN) / (PxP) (8) P and Nh = 2) Vs their corresponding CR and bpp.

To expect good generalization, it is necessary tha-€arning rate Vs convergence time: The convergence
the Np be several times larger than the networkime requwed for BPNN training dep(_ands on th(_a galu
capacity, that is, Np>C, then Generalization (G) isOf learning rater{) because this value is used during the

defined as (Np/(Nw/No) ) and it is equal also (Np/C ~ Weights update. Values that are very large (0.9) ca
lead to fast learning but instability in the netwand

i , _ unsatisfactory learning. Values that are too sroah
Effectiveness of hidden layer _r]leurons. kln suggested flead to excessively slow learning. Table 5 showes th
BPNN Image compression, It we 2 € an Image Olafectiveness of] value on convergence time and the
256x256 dimension (N=256) and block dimension (P = mper of iterations when the value of momentum
8), then Np was computed using Eq.8 and it is etal

) ! , variable is equal to 0.1 and for a fixed BPNN
1024 patterns. Table 1 list various network aratitees ;. hitecture. To produce more efficient BPNN leagpi
where Nw was computed using Eq. 1.

training the network can be started with large galtn

and then decreasing it during learning.
Effectiveness of input layer neurons. Ni depends on . ) )
the block dimension (P). If the P increases thisilio Ability to compress untrained images: The BPNN
result in increasing the Ni and this also wouldutem  image compression system has the ability to corspres
decreasing the G and decreasing the C. Table 2sshoWntrained —image but with lower compression
the effect of P on G and C for images of size 2%6x2 performance than when using trained image, because

using BPNN of Nh = 2. Increasing P decreases ngiven a trained BPNN, itis not possible to rguee
which results in decreasing G and C. a particular level of performance on unsémages.

Table 3: Effectiveness of Nh on BPNN convergenametiand

Table 1: Effectiveness of Nh on BPNN Size, C and G objective fidelity criteria
Nh Network size (Nw) Capacity Generalization Convergence SNR PSNR
2 322 5.0 203.53 K Nh time (sec) (dB) (dB) RMSE Iterations
4 580 9.0 113.00 1 2 31923.0 35.20 44.50 0.90 93549
8 1096 17.0 59.80 2 4 145.0 41.70 51.10 0.70 2545
16 2128 33.0 30.80 3 8 33.0 43.40 52.90 0.57 778
32 4192 65.5 15.60 4 16 51.0 43.20 52.60 0.59 670
64 8320 130.0 7.90 5 32 77.0 43.00 52.40 0.60 526
6 64 203.0 41.20 50.70 0.74 692
Table 2: Effectiveness of Ni on BPNN size, G and C Table 4: Input layer neurons vs. CR and bpp
Block (P)  Ni Np Nw G c Block dimension Ni CR:1 BPP
2 4 16384 22 2978.90 550 5 4 21 4.0000
4 16 4096 82 799.20 512 4 16 81 1.0000
8 64 1024 322 203.50 503 g 64 32:1 0.2500
16 256 256 1282 51.12 5.00 146 256 128:1 0.0625
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Table 5: The learning rate Vs convergence time

Convergence
Learning rate Iterations time (sec) MSE
0.1 5449 874.00 0.579
0.2 3252 394.99 0.643
0.3 1872 122.00 0.637
0.4 1371 101.99 0.579
0.5 1207 92.99 0.612
0.6 1033 87.00 0.555
0.7 1046 86.00 0.618
0.8 745 32.00 0.628
0.9 649 27.00 0.618
1.0 594 25.99 0.602
Table 6: SNR, PSNR and RMSE for three images
Trained image Figure
or not trained SNR (dB) PSNR (dB) RMSE name
Trained image 28.13 32.35 6.17 (3b)
Not trained 22.00 30.00 8.28 (3d)
Not trained 21.10 28.30 9.75 (3f)

Source of bow (tratned image)

@)

Source of car (untrained image)

(©

Source of lena (untrined 1mages)

(e)

Decoded lena image

®

Decoded bov image

(b)

Decoded car image

(d)

Fig. 3: BPNN ability to compress untrained images

It is in fact common for the generalization perfamme
of NN to become sub-optimal if training is allowésl
continue indefinitely as the model over fits tramidata

(Souiyahet al., 2009). Figure 3a and 3b show original andwjth respect to their probabilities of errors dgrin
decoded trained image (256x256 pixels, 256 gresis).
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Table 7:SNR and PSNR of decoded images when tiasiem
through analog channel (Aows image)

Probability of error SNR (dB) PSNR (dB)
0 20.00 28.00
0.6 19.71 27.20
0.9 19.58 27.17
Table 8:SNR and PSNR of decoded images when tiasism

through digital channel (girl image)

Probability of error SNR (dB) PSNR (dB) Figure name
0 21.0 31.0 (3b)
0.05 13.4 22.7 (3¢)
0.2 10.0 18.5 (3d)
, 120
£ 100
£ 80
7 6
£ 40
3 20
0+ T r T - . %
0 2 4 g 16 32 64

Number of hidden layer neurons
Fig. 4: Hidden layer neurons Vs CR

Figure 3c and 3d show original and decoded untdaine

image. Figure 3e and 3f show another example of
original and decoded untrained image. Table 6 shows
SNR, PSNR and RMSE of these decoded images.

Hidden layer neurons Vs CR: When the BPNN image
compression system is used for image compression
problem, the Nh represents the compression version
image blocks. CR is inverse_lk/ proportional to Nket L
Ni equal No. We select Nh = 2vhere k k <Log, Ni

and the CR is calculated using the Eq. 7: CR = (1-
(Nh/Ni))x100. When Ni = 64; CR = (1- (Nh/64)) x100;
Fig. 4 shows the various network architectures (by
changing Nh) Vs their corresponding CR. It is olngo
that the Nh is responsible for determining theorati
achieved CR. Also, by providing too many hidderelay
neurons to the BPNN, the number of connection
weights will increase, which increases the numter o
solutions available to the network. Thus, it wdke a
longer amount of time to find the correct set ofgi¢s,

or only a local solution will be found.

BPNN for removing channel errors. When BPNN
image compression system is used for image
compression, it has the ability to remove errorat th
have occurred during compressed image transmission
through analog or digital channel. This ability czsn
from the BP that is used to train the BPNN.

The decoded images (BMP image named Aows with
256x256 pixels and 256 gray levels) are transmitted
respectively through a very noisy analog channéh wi
probabilities of error p = 0.6 and p = 0.9 respedi.
Table 7 shows SNR and PSNR of these decoded images

transmission through noisy analog channel.
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Table 8 shows the SNR and PSNR of the decodeDurai S.A. and E.A. Saro, 2006. Image compression
Girl image with 256x256 pixels and 256 gray levels with back-propagation neural network using
with respect to their probabilities of errors when cumulative distribution function. World Acad. Sci.
transmission through a noisy digital channel (wktgn Eng. Technol., 17: 60-64.
BPNN image compression system is used). http://www.waset.org/journals/waset/v17/v17-

12.pdf
Souiyah, M., A. Muchtar, A. Alshoaibi and A.K.

In this research, a simulation program for BP was Ariffin, 2009. Finite element analysis of the crack

developed on a single processor computer. Thislead propagation for solid materials. Am. J. Applied
the problem of long execution times to train angma Sci., 6: 1396-1402. DO|1.O-3844/-2009-:‘L3796-1402
Many methods have been carried out to improve th&onzales R.C. and P. Wintz, 1987. Digital Image
speed of convergence. All of these methods are Processing. 2nd Edn., Addison-Wesley, Boston,
computationally complex in nature and applied doly MA., USA., ISBN: 10: 0201110261, pp: 503.
limited patterns. This research has successfulpfiep ~ Jagesh, V.S. and C.S. Poon, 1999. Linear indepeaden
the BP for training the BPNN image compression of internal representations in multi layer
system. But this BP has many problems. We suggested perceptrons. IEEE Trans. Neural Networks, 10: 10-18
improving the BP for a better convergence, CR and DOI: 10.1109/72.737489

PSNR by considering the drawbacks of BP. TheséMelesse, A.M. and R.S. Hanley, 2005. Energy and
drawbacks can be avoided by: (1) monitoring thaltot carbon flux coupling: multi-ecosystem

CONCLUSION

error value during the training process and chantfie
values of learning rate] and momentum variablex)
depending on this error; (2) by using the beta t8a)
in the sigmoid function and finally (3) by addingall
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