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Abstract: Problem statement: Efficient searching is a fundamental problem fostamctured peer to
peer networks. Flooding requires a lot of resouinethe network and thus will increase the search
cost. Searching approach that utilizes minimum petwesources is required to produce efficient
searching in the robust and dynamic peer-to-peevark. Approach: This study addressed the need
for efficient flood-based searching in unstructupeer-to-peer network by considering the content of
query and only selecting peers that were most egldb the query given. We used minimum
information to perform efficient peer selectionigifizing the past queries data and the query ngessa
We exploited the nearest-neighbor concept on oerygeimilarity and query hits space metrics for
selecting the most relevant peers for efficientrd@iag. Results: As demonstrated by extensive
simulations, our searching scheme achieved bet#rieval and low messages consumption.
Conclusion: This study suggested that, in an unstructured fmepeer network, flooding that was
based on the selection of relevant peers, can wepsearching efficiency.
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INTRODUCTION overhead and long query time. Therefore it is @
select relevant peers to route query message taceed

Peer-to-peer system has phenomenally becomthe search cost and better retrieval in unstrudtpeer-
popular in recent years for its ability to searaida to-peer network without the loss of the unstruafure
communicate across the globe. The principal opgmrati peer-to-peer identity and characteristics.
in any peer-to-peer networks is to efficiently sdaand Unstructured peer-to-peer networks such as
locate data or file, which is ultimately challengidue  Gnutelld*? rely on a random process, that peers are
to its dynamic and robust nature. The challenges@r interconnected in a random way. Typically,
develop searching efficiently able o locate thes fil unstructured peer-to-peer search is based on figodi
intended. The dynamic nature of the peer-to-peeBasic unstructured networks which apply flooding
network where peers can join and leave at anytiméechnique for propagating user queries is very
make the searching to become efficient is evelnicdiff ~ expensive both in processing time and resources.
The demand for advance searching technique is alwaySeveral studies have addressed the completeness and
present as the peer-to-peer networks becoming rlargscalability issues of floodiftf". Although flood-based
and more complex and the network become faster angearch is generally considered inefficient, a nundfe

storage become cheaper. efforts have been done to improve the searching in
In a peer-to-peer network, a peer acts as cliedt a unstructured peer to peer to become more efficient
a server of the system. Peer-to-peer presentstatera Structured peer-to-peer networks have been

solution through its scalability, fault-tolerancenda developed to provide strict data location
autonomy. Many real-world large scale peer-to-peemanagemeft®. It uses distributed hash tables that
networks are unstructured. However, in their basiassist the routing mechanism to maintain desirable
structure; peer-to-peer suffers high cost whenidgal properties for quick lookup. Structured approadiensf
with locating content efficiently due to use ofrpifive  better search performance in terms of responsedirde
searching and routing technique that uses largeommunication overhead when compared to the
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unstructured system. However, despite its highlycontact the source peer whether the terminatioditon
effective approach, the system lacks partial matclis met. It achieves significant message reductidwerw
lookup capability. The system also incur largercompared to the flooding approach. However, the
overhead than unstructured peer-to-peer systemsiccess rate and the number of hits depend langetiye
especially when the overlay is re-arrange whenevenetwork topology and the random choices it made.
there is failing peers or leaving peers. Another unstructured peer-to-peer searching
This study proposes relevant nearest neighboapproach is the Directed BFS combined with the Most
based search technique that exploits minimaResult in the Past Y. Each peer forwards a search
information in each peer. The algorithm is formetht message to a number of peers which returned thé mos
to achieve efficient search and high retrieval rate results for the last most current queries. The reatd
unstructured peer-to-peer networks. this approach is it allows peers explore largewnelt
segments and find most stable neighbors.
Related work: The earliest technique for peer-to-peer A content-based searching for peer-to-peer based
routing is based on the Naive Breadth-First Searclystem is proposed ifl. In this approach, each peer
(BFS) algorithm or Flooding. This technique is used will have a special index called filters to facilié query
file-sharing peer-to-peer application Gnutéllan this  routing only to those that may contain relevant
approach, each query from a peer will be broaddaste information. Each peer maintains one filter that
all the peers in the network but restricted by THe- summarizes all documents that exist locally ingker,
(time to live) value. Flooding may generate O(N)called local filters. A merged filters is the fittehat
message where N is the number of node. As a resubummarizing the document of a set of its neighbors.
the query consumes a great deal of processingnasu When a query reaches a peer, the peer will check it
and excessive network. In a worst case situatich as  local filter and uses the merged filter to route tjuery
low bandwidth network, flooding could make the to the peers whose filters match the query.
network become a bottleneck. Intelligent Search Mechanistis proposed as a
Although, it is a robust and simple technique forsearching technique based on the similarity of the
query routing but it involves a great deal of query. In this approach, each peer has its ownilerof
communication overhead, that is, high in number oftable that stores the information they get fromrpéieat
messages. Hop count is also increased exponentiallgnswered their queries. The information stored in
Some of the messages might visit the same node tha@gble 1 is the query ID, peer ID and the query
has been searched previously. Thereforekeywords that have been answered and also the query
communication overhead and scalability are the maitit. Only the latest peer that answered the quélybe
problems in this approach. These problems have bedwpt into a table. Routing is based on the sintjlari
proven in a number of pap&r&®. values of the query word with the keyword from the
In the random Breadth-First-Search (BFS)past queries stored in the profile. Peers that lnégke
approach'?, each peer forwards a search message tsimilarity with the query will be selected for ring.
only a fraction of its peers. Each node randomlgcis a Ant Colony optimization is also used in unstruetur
subset of peers connected to it and then propatfages peer-to-peer searchiifl. The approach is called SemAnt
search message to those peers. The advantagesof thihere it emulates the nature of ants cooperatihgdssn
technique is it does not need any global knowlelgeh  themselves to find food based on the pheromone. The
peer is able to make local decision in a quick reann peers are the ones who act like an ant and co@gerat
since it needs only small portion of connected pe¢er between them in creating pheromone trails. The
route the query. This approach may generate only pheromone trails is the probabilistic overlay neatwgo
fraction of messages compared to flooding approach. and also indicates the most promising path fornami
In random walké approach, the requesting peer query. As a result, the more popular a query bespme
sends out a number of query messages to an equhle better the trail. The experiments shown that th
number of random neighboring peers. Each of theyque search algorithm is stable, robust and convergss fa
messages will follow their own path in which whole its performance is pretty much acceptable.
intermediate peers will forward the messages to
randomly chosen neighbor. These query messages aravle 1: Profile table

known as walkers. The walkers will be terminated onQuery ID Connection and hits Timestamps
both success and failure occasions and determinesinazon rain forest 123112 P2(34), P34(2), P5(56)2110
through the use of TTL of the messages or throhgh t Gulf oil rigs 124451  Null 10222

use of checking method in which the walker periafijc ~ Waste disposal 144512 P4(34), P8(4) 10233
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MATERIALSAND METHODS Relevance peer estimation: The relevance-based
component is based on the work*h This

Relevance-Nearest Neighbor based search (RNN)  component uses the peer similarity-hits graph model
using query feedback and similarity: Our search Our peer-similarity graph model captures both the
approach consist of 3 components; profile tablepeer query hits and peer similarity with corresgogd
relevance peers estimation and nearest neighbdRcoming query (Fig. 2). We used both information
selection. Profile table is used to store past yjuerdathered in the profile table which is based on the
message and query hits from other peers who hawdork done iff'. We incorporated both, query content
answered previous queries. The Relevance Neare@pd connection stability information to determine
Neighbor based Search or RNN is based on the conce[fl€vant peer to route query. Each peer stores
of giving the same weight both on the query hitsl an information abOL_Jt past queries and the query Inita i
query content similarity with the incoming querydan table. There will be no global knowlgdge shared
selecting only the nearest relevant peers. We als?etween all the peers but each peer will also rave
. : L ist of data collected from the answered query and
include the nearest neighbor approach to m|n|_m|me ¢ store it in neighbor profile table (Table 1).
search cost but at the same time able to retrigyie h

; , : The profile table contains the ID of the answering
query hits or recall. The search method is basicall peer, connection ID, the query words that have been

flooding based search but is based on selectivgnswered by other peers and a timestamp of the
flooding. The search algorithm is shown in FigThe  returned query. These query words are the words tha
objective of this searching approach is to have amatched the query sent by this peer and the waels a
efficient search and high recall. contained in the peer are only answered query words
For a peer pP, we use T(p) to denote set of pastThe list will keep the last M queries and a Least
query maintained by p. Each item in T(p) has twoRecently Used (LRU) policy will keep the most recen
attributes; query term, g and number of hits nweo ~ dueries in the table. _
denote each data item in T(p) as a pair of q(m). &y The relevance _ value will _ b_e _based on two
using each g and n on T(p), we determine the rateva pharameters, qléery hits gnd tge Elmnarltydvaluervbeh .
of a peer by using the similarity of all q(p) inp)(to the query to be routed and the stored past queries.
calculate the similarity between them. On the otherQuery h_|ts determine peer connection stability viité
o processing peers. The more query hits, the motdesta
hand, We use ”(P) to calculate the St"_"b'l'ty o.mepq-aer the peer is connected and thus giving the imprassio
in T(p). We define a reference point, which is theye harticular peers connection reliability. Siritia
highest or optimum value of query similarity andal 5jue is based on cosine similarity (1). q is the

the highest query hits denoted as d point. incoming query while gis the past queries stored in the
profile table in each peer. As an example, let pebas
1. Relevance peers estimation a list of past queries; d.

a. Compute query similarity s.between Query g is an incoming query and is waiting to be
incoming query q and all the query in the routed g will be compared with all the querieg,in d.
profiletable. The similarity between them will determine the tiela

b. Computerelevance value. rv. usings. and between the content that the particular peer hassin

query hits in each row ofthe stored
quetries in Profile Table
2. Choosingrelevance Peers p(will be included
intoa list, Conn_List)
a. Choose peerthat has rv value greater than

storage with the query terms. The most relevance of
peers is peers that have among the most quenarits
it has a content related to the incoming query.

Point of reference, p

threshold r and storeintoa Conn_List
until Conn_Listis completed. ®
i. IfConn Listisnetcompleted, z Q
Conn_Listthenused random —; Q o 9 Q
entries from Profiletable to f O
complete the list £ O O O
3. Propagate Query for corresponding peers in O O
Conn_List o) O
Query hits

Fig. 1: Relevance Nearest Neighbor Search algorithm
that uses the Selective flooding concept Fig. 2: Similarity and Query hits metric space
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Point of reference, p

=

=

Cosine similarity

O C - :I Fig. 4: Doubling the normal search radius

Query hits o

Point of

Fig. 3: Point of reference estimation o
reference

We calculate the relevance value using formula
described in (3). In this formula, we are actually
calculating the distance of relevance value ofggbers
inside the profile table with the most optimum
relevance point in the similarity-query hits graph.is
the maximum cosine value, in which for the purpoke
easy calculation, we decided to define M = lishthe
returned hits values for a particular query, wiilgis
the maximum hits retrieved from all h that haverbee
recorded. The formula to define the maximum hifs (2 Fig. 5 Nearest-neighbor search space
involved the use of nearest-neighbor concept, which
will be explained later. Nis the total number of query RESULTS
hits of all peers stored in the neighbor profilel¢éa

Similarity

Query hits

. >(a*q;) We evaluate the performance of our searching
sim(q,q )=ﬁ 1) approach by extending a peer-to-peer simulatoedall
\V2(a) " 2(q,) Peerware. We generate 1020 peers with a total®f®5
documents. Each node holds random number of
H, =2(h,) @) documents between 5-1486 documents. The document

collection used is the Reuters-21578 document
collection which appeared on the Reuters newswire i

H -h , 1987. Three different nhumber of query set are used;
R(g.q)= || +(M—sim(q,q )) (3) ql00 that contain 100 random query terms; q75

N, contains 75 queries and g50 with 50 query termshEa

2

query terms contain between two to five words. Each
peer is country-based and each peer holds news abou
that particular country. One country could have enor
than one peer representatives in the network.

We compare our approach with the Most-Query
Hits (MQH) and Intelligent Search Mechanism (ISM)
approaches. We compare the search approaches based
on query recalls, number of messages used andhsearc
efficiency. Recalls are the number of query matches
with the content of each peer, while number of
messages used is the number of messages used to

resides within the area of radius r. However, iadtef S h effic is th ;
selecting a static vallt¥, we decided to make the value answer a query. search efliciency 1S he perioriaanc
evaluation parameter that is calculated by dividing

r dynamic. We determined the dynamic r value by . -
exploiting the inequality of triangle (Fig. 4). The recalls with number of messages used:
inequalities will determine a bound for peer setets
and therefore, less relevance values will be coethty Search efﬁciencyRe—Ca” 4)
the distance r (Fig. 5). Messages use
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Nearest neighbor selection: We determine our group
of peers within the relevance value by using therest
neighbor principal. It is based on the fast aldonitfor
nearest neighbor search proposétinThe purpose of
the application of nearest neighbor method is toicav
comparing all the peers inside the table because ta
with size of N will require N times comparison and
relevance calculation process. As we can see inJig
“nearest neighbors” in our context are the peesad th
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DISCUSSION

RNN also recorded higher number of messages used
than the ISM with 5.12% higher but the RNN approach

Our experiments showed that our approach (RNNJyegistered 20.62% higher search efficiency thani.
is efficient in terms of network usage comparedht®  Messages used and search efficiency graph for
other two searching techniques. The experiments thaxperiment using the query set q75 are shown inlfig
employed 50 showed that our searching approachnd 11 respectively.
recorded the highest recall when compared to thé IS Our experiment using q100 query set also showed
and MQH techniques. The recall is 4.87% higherthat RNN approach recorded high recall than other
compared to the MQH approach and slightly over tharsearch technique. As shown in Fig. 12, RNN recorded

ISM approach with 1.67%
(Fig. 6). Figure 7 shows the message usage fohralé

more than ISM recall1.67% higher recall than MQH approach and 0.22%

higher recall than ISM. In terms of messagage,

approaches for query set g50 in which our approach

recorded the highest number of message usage than 007
MQH and ISM (4.79 and 2.1% respectively). However, 0.0€
we recorded highest efficiency with 38.1% highearth
MQH and 28.8% efficiency higher than ISM (Fig. 8).
also recorded highest recall
employing the q75 query set in the experiment, our
approach still managed to record highest recall;
shown in Fig. 9. The RNN search recorded 4.31% ¢ 00
higher recall than MQH and 0.85% higher recall than 0.01
ISM. The RNN recorded 9.4% messages higher than
MQH but it yield better search efficiency with 1665
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we can show in Fig. 13 that RNN approach recorded
3.01% less message than MQH and 8.5% messages

less than ISM approach. In the same experimenhgett
we found out that RNN search is the most efficisith

13.51% more efficient than MQH and 17.95% more

efficient than ISM (Fig. 14).
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Fig. 14: Search Efficiency for 100 queries searghin
CONCLUSION

This study exploits the query content and query
feedback data for developing flood-based search in
unstructured peer-to-peer that is minimal in cost b
giving high retrieval. RNN exploits very minimal tda
and also nearest-neighbor concept to reduce theo€os
searching in unstructured peer-to-peer networks: Ou
simulation tests showed that our searching approach
performs better than the other two flood-based
searching approaches that also use minimal data and
local indices. We showed that by using minimal
information of query hits and similarity, efficiesgarch
in unstructured peer-to-peer can be achieved
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