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Chaokun Wang, Jianzhong Li and Shengfei Shi
School of Computer Science and Technology, Hammstitute of Technology
Harbin 150001, People’s Republic of China

Abstract: Peer-to-peer systems are useful tools for mugitiGgtions. Existing peer-to-peer systems
support the storing and sharing of music data, kewthey cannot effectively and efficiently support
the content-based information retrieval and thepeoation of musicians. This study focuses on the
methods of content-based music information rettidaapeer-to-peer environments. Four music
information retrieval schemes are evaluated inideta communication cost, retrieval time, update
complexity and robustness. Peers-peers-coordisat@mme is found to be the best one from theoretical
analysis and simulated experiments. Also, an algoriis designed for an implementation of the
peers-peers-coordinator scheme and a simple hedtie# method is brought forward to filter out the
replica in the final results. The results of sintethexperiments show the efficiency of the alganith
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INTRODUCTION music to your computer. This example shows that
content-based information retrieval in P2P systésns
Peer-to-Peer (P2P) systems have been greatly sfgices very important for music applications.
in facilitating storage and exchange of huge volsimie
data since their scalability, fault-tolerance and 523|4321:
self-organizing nature. In some P2P based dataragst — =
such as Kazaa, music data is commonly a largeopéast )
contents. This calls for techniques that providersishe Fig. 1: A Sample Melody
abilities to store music data safely and retrieugsio

data quickly and accurately. Example 3: In a music community, the computers of

composers, conductors, violinists, pianists, orgiarand

0 on, are connected to establish a peer-to-psteray

this P2P system, many tasks, such as the creaftia

uge opera, should be cooperated by several maosicia
ogether via the P2P network. Each musician could
compose his part and communicate with others asd th
send his work to a certain musician who is resyina$o
combining all the parts into the final opera. When
omposer is working on a symphony, he can use an
organist’s computer to tune various music instrutsien
and use a pianist's computer to synthesize the kpmp
and use his own computer to test the symphony. This
example shows the role of P2P in the cooperation of
musicians.

From the examples above, it can be seen that P2P
- systems are useful tools for music applications tted
Example 2: Suppose that you are sitting before yourpap systems used in music applications must be have
computer connecting to a P2P music system. Yowpijjities of supporting storing and sharing of nouita,
suddenly hear a song. It's the best song you hagedh  content-based information retrieval and cooperatibn
for a long time, but you missed the announcemedt anmysicians.
don’t recognize the artist. Wouldn't it be niceybu  Although existing P2P systems support the storimgy a
could hum a melody you remembered, e.g. the melodgharing of music data, but they can not effectiveaty
showed in Fig. 1, or push a few keys on your keythoa efficiently support the content-based information
and a few seconds later the P2P system would @ell y retrieval and the cooperation of musicians. Thus,
the name of the artist and the title of the musia’re  existing P2P systems are not suitable to music
listening to? Perhaps the system even sends this pif ~ applications. The purpose of our research is tatera
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Example 1: Imagine an Internet-scale P2P music syste
that consists of peers ranging from desktops behin
modem lines to powerful servers connected to th
Internet through high-bandwidth lines. Each pearss
some resources with other peers, such as musi@ddta
portion of storage, for the common good of everyone
Peers in music system can interchange music data a
other information. A user, for example, can stonel a
publish a piece of music in the system without
specifying its exact location. Also, he or she saarch
the whole system for a piece of music, for examifie,
piece of music titled as “My Sun”. This example &80
the role of P2P in storing and sharing of musi@adat
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P2P music system that has the three abilities ahode Pid' is the network identifier of thd" peer,MidAij is the
supports most of music applications. In the resthef  identifier of thej™ music file in thei" peer,Mf; is the
study, CBP2PMIR is used to express content-basefbature of thg™ music file in thei” peer andCf is
music information retrieval in P2P environments. a music feature-matching function, that G§ Mf x

There has been a considerable amount of work oy —RANK whereMf is the set of music features and
content-based information retrieval for music data rANKI[O, 1] is a set of real numbers.. The third is the
non-P2P environments. A variety of results wer@iedi - got of the yser's downloading requests, {(the nétwo
n sy_mbollc music |nfor_mat|0n retrlev_al (MIR), wiias identifier of the querying peer, the network id&atiof a
music information retrieval on music events, sush @ yestination peer, the identifier of a selected mik)},

MIDI data [1, 2, 5, 6]. Other works focused on astin : oo
s o . . . transferred from querying peers to destination peene
MIR, which is music information retrieval on music ; o
last is the music files downloaded.

digital signals, such as WAV format [3, 4, 7]. Mo$the _— . ,
previous research work on content-based musi$ rom thq d.escnptpn of the querying pro_cesseshm t
information retrieval is not related to P2P enviramts. oo MusIC |m_‘ormat|on retrieval schemes_ln [] a_thd
Also, they cannot be directly applied to P2P system parameters in Table 1, we can easily derive the

mmunication cost of each scheme. Due to the
Many P2P systems have been developed. They can ﬁr%itation of the paper length, we ignore the dieviyv
divided into three classes. One is centralizedh aaE ’

Na . : process here and only give the results in Table 2.

pster. The second one is decentralized, such as

Gnutella The third one is hybrid that combines the Please note thait<t , and (v+w” +. . .+ w")<Wwhen
advantages of centralized and decentralized systemthe number of peers in a system is sufficientlgéar

such as Kazaand Morpheus. All the P2P systems are

identifier or keyword based rather than contentedas Lemma1: The COMM of PsC is less than that of PsC
They can hardly process music queries, such asalyne

hummed. Proof: The result follows from Table 2.

Four schemes of CBP2PMIR are proposed in our

previous conference studies [9] and the query [msing Lemma 2: When the number of peers in a system is
methods in each one are also presented in it. ifse f sufficiently large, th&€OMM of PsPs is less than that of
two schemes are centralized. The third one isidiggd.  PsC.

And the last one is hybrid.

The proposed four schemes have some common featurPsoof: Since the number of peers is sufficiently largé (
First, music resource is dispersed over the whadgem. ), t—o0. Because of, d, g andre being all constants,
Second, music data is transferred directly frompeer  w+w?+. . +wf-1 is also a constant and there is an upper
to another. Finally, the systems behave in ad-hmener, pound fort. Thus, [(vwP+. . +w'-1)xq]/(rext)—0,
that is, any peer can moves in to and moves othef 1 [w+w?+. . +w-1) xq]/(rext) — 1 and furthermore
P2P system freely. The performance of the schemes {'/tgl—[(w+vv2+. . #wf-1)xq]/(rext). Finally, we have
different in term of communication cost, robustnasd (WHWP+. . AWP)xq +EXre+nxg-+nxm <t x re + g+ n x

information retrieval time. Also, it should be evated q'+n x m, that is, theCOMM of PsPs is less than that of
so that the best scheme can be selected. PsC

Assumptions and Parameters. The key problem of
CBP2PMIR is an optimization problem, that is,
developing a music retrieval algorithm so tiGd®MM
and TIME are minimized undethe constrain condition
RTN> n, whereCOMM is the communication cost and
TIME is the time of processing a music qu@andRTN

Lemma 3: TheCOMM of PsPsC is not more than that of
PsPs.

Proof: It only needs to show that when the query results
are the same in PsPsC and PsPs schemes and asty sel
is the number of music files in query result all files from the merged results, tB®MM of PsPsC is

Parameters used in the following evaluation aringgf N0t more than that of PsPs. Since user selecties|
in Table 1. In the rest of the study,andN are used to from the merged results in both schemes, the nuwiber

denote the set of nonnegative real numbers ansethef ~ MUsic files satisfying the user’s query in PsRegsal to
positive integers respectively. thatin PsPsC when the final results in the two schemes
are the same, i.€.=t".

Communication Cost: In each scheme, the According to definition of PsPsC schen@asin PsPsC,
communication cost consists of four parts. The fiegt @ data structure in the coordinator for accelegatithe

is the music featur@f transferred from the querying information retrieval process, can accelematsic
peer to the coordinator or other peers. The seiotie  information retrieving by locating the retrievingsome
results, {Pidi, Midi,-, Cf(Qf, Mf,—))}, transferred from the but not all peers on which there are more musesfil
coordinator or other peers to the querying peeerash Mmatching user’s query. Létit be the ratio of the number
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Table 1: Definitions of Parameters
Parameter Name Definition Scope of Application
g=2spid+sqf Spidis size, in bytes, of peer idgfis size, in bytes, of the musiall schemes
feature extracted from a user’s qué€ry
re=2spid+smid+r  Spidis size, in bytes, of peer idmidis size, in bytes, of a music file’'all schemes
id andr is size, in bytes, of the matching value betwdgsnfile andQ

t Number of music files satisfyinQ PsC, PsC
n Number of music files a user selects all schemes
g'=2spid+mid Spidis size, in bytes, of peer id asthidis size, in bytes, of a musiall schemes
file’'s id
m Average size, in bytes, of music files all schemes
W Number of peers in P2P system all schemes
w Width of the system PsPs, PsPsC
d Depth of the system PsPs, PsPsC
t Number of files satisfyin@ PsPs
w Number of peers satisfying PsPsC
t" Number of files satisfyin@ PsPsC
Table 2: Communication Cost of Each Scheme
Part PsC PsC PsPs PsPsC
1 q W x g (W+w +...+w') xq W' x q
2 txre txre t'xre t" x re
3 nxq nxq nxq nxq
4 nxm nxm nxm nxm
COMM q+txre+ q xW+t x re+ W+WwW +. . +w)xqg+ W'xq + t'xre +
nxqg+nxm nxqg+nxm t'xre+nxqg+nxm nxqg+nxm

of files satisfying user’s query to the number ek M{t"} are similar toM{t}.
involved in the processing of user’'s quddjt in PsPsC It is obvious that th@IME of PsCis more than others.
scheme is higher thadit in PsPs scheme. That meansBecauseV' < W, M{t"} < M{t}, the TIME of PsPsC is
W > t/(w+ W +. ..+ W), ThusW' <(wW+w?+.. +  less than th&IME of PSC+. Becaus@/' < (W +w? +. . .
w) andW' x g+ t" xre+ n x g +nxm<(w+w +w)whent" =t from Lemma 3, the time for computing
+. . AWYxq +t' xre+nxq' +nxm, that is, theCOMM of ~ and merging in PsPs is more thaax T(A)} + M{t"},
PsPsC is not more than that of PsPs. that is, theTIME of PsPsC is less than tlR&ME of PsPs.
Thus theTIME of PsPsGs the least.
Theorem 1: When the number of peers in the system is
sufficiently large, theCOMM of PsPsC is the least. Update Complexity and Robustness: The update in a
P2P system includes music file update on a peepaed
Proof: The result follows from Lemmas 1, 2, and 3.  moving in to or moving out of the P2P system.
In PsC scheme, a peer sends its network identfier
Retrieval Time: The retrieval time of each scheme is the features of its shared music pieces to thedoaator
composed by three parts. The first part is the tiore When it moves in to the P2P system. The information
computation, i.e. the time used for feature-matghin the peer should be deleted from the coordinatomvwhe
The second part is the time used to merge the locdnoves out of the P2P system. The information of a
results from the peers and to sort the final residihe  document should be added into or deleted from the
last part is the time used for communication thas h coordinator when it is added into or deleted frdre t
been discussed in the above text. Thus we willidens shared music set of a peer.
the time for Computation, merging and Sorting here. In PsC scheme, the network identifier of a peer is saved

The retrieval time of each scheme is listed in &a®l in the coordinator when it moves in to the P2Pesyst
where Ai = {(Mfij, CHQf, ij)) | jON} is the set of The information should be deleted from the coorina

features of music files stored on ifepeer,A = {(Mf;, ~ When it moves out of the P2P system. In PsRenae,

o ] ] the network identifier of a peer is saved in itgghbor
CH(Qf, Mf))) [i, jON} =X i0IN A; s the set of features of peers when the peer moves in to the P2P systemnWhe
all music files stored in a whole P2P systdii#;) is the  the peer moves out of the P2P system, its infoamati
time for computing and sortin@f(Qf, Mf;) of A, T(A)is  should be deleted from its neighbor peers. Document
the time for computing and sorti@f(Qf, Mf)) of A, M{t}  update of a peer in these two schemes has no effect
is the time for merging the resultofiles andM{t'} and  other peers.
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Table 3: Retrieval Time of Each Scheme

Part PsC PsC PsPs PsPsC
Computation time T(A) max T(A)} max T(A)} max T(A)}
Merge time — M{t} M{t'} M{t"}

TIME T(A) ma{T(A)+M{t}  maX{T(A)} +M{t} max T(A)}+M{t"}

Remark — i=1...,W i=1 ..., wW+w+. .. +w i=1...W

In PsPsC scheme, the network identifier of a peer ipreviously. The features of the queries are 025,@.3,
saved in the coordinator and its neighbor peersnvihe 0.35, 0.4, 0.45, 0.5, 0.55, 0.6, 0.65, 0.7, 0.78, 0.85
moves in to a P2P system. Also, the statistic@ttimred and 0.9. The parameterspid=4bytes, sqE8bytes,
music files of the peer is saved in the coordindMiten  smid=4bytes,r=8bytes, sog=16bytes ande=20bytes.
the peer moves out of the P2P system, the infoomadsi The experimental results are shown in Table 4hi t
deleted from the coordinator and its neighbor peergable, each retrieval time is the average valuetieval
After a piece of music is added into or deletedrfitie  times of the 15 queries. The retrieval time of argus
shared music set of a peer, the correspondingstitati the elapsed time from the time of the query being
saved in the coordinator should be updated if thesubmitted by a user to the time of the query reseiig
difference between the new statistic and the okl isn sent to the user.
more than a value specified by the system. The retrieval time in PsC scheme is very long bseau
In conclusion, when a peer moves in to or move®bat the comparison of all documents with the query tned
P2P system, the update cost of Ps€heme is smallest, sorting of results are performed in the coordinatgnen
the update cost of PsPs scheme is smaller tharpttete  the computation is dispersed over the peers, valrie
costs of PsPsC scheme and PsC scheme. When musiime comes down as in Ps&cheme. If there are some
files are updated on a peer, the update costs@f@sl indices in the coordinator, the retrieval time use®sC
PsPs scheme are all smallest, the update cost@f Psind PsC schemes will be shorter. The retrieval time in
scheme is largest and the update cost of PsPs@edke PsPs scheme is short, but the query result mapdie |
between them. because that some peers may not be searched theing
In PsC and PsCschemes, the coordinator is easily query processing. Time used in PsPsC scheme is the
overloaded and becomes the bottleneck of the wholemallest because the query is processed approixmate
system. P2P systems constructed by these scher®s hand computation is performed in distributed manner.
weak robustness. For example, if the coordinator isf a user only needs approximate answer, PsPsQreche
attacked by denial of service from a malicious pder is the best selection. In this scheme, if the cioatdr
system can be failed. Inversely, PsPs scheme fawgst failed, the system can still run in PsPs schemeseho
robustness because it is fully distributed. Howether  performance is still very high. If a user needscéxa
number of messages sent by peers in the scheme asswer, PsCis a good selection.
numerous. The communication cost of PsPs scheme is
high. PsPsC is a hybrid system that takes the aglgas | mplementation of PSPSC Scheme: In a P2P
of PsC, PsCand PsPs schemes. It can continue workingenvironment, there are usually a lot of music fd@silar
via neighbor peers when there is something wrorlg wi to a query submitted by a user. However, the ueno
the coordinator. PsPsC scheme has strong robustnesswants a portion of the whole similar music files.
Therefore, approximate query processing is very
Performance Evaluation of Schemes: From the above common for music information retrieval in P2P
comparison, PsPsC scheme is better than othezsmst environments and then PsPsC scheme is very importan
of communication cost, retrieval time and robussnes In this study, an implementation of PsPsC scheratsis
except its update performance being lower in soases.  proposed. Two key problems are considered. The firs
Thereby our CBP2PMIR system is developed in the lig problem is how to find the set of destination-lixeers.
of this scheme. In a P2P data system, a peer is called a destmbitie
In order to compare the performance of the fouesws, peer of a query if there are perhaps lots of mfiks
a simulator, which simulates P2P systems of 10,008imilar to the query on the peer. The second probte
P111/600 personal computers, is first created. THear  how to filter out the repeated music files. In the
sets of music files with sizes of 1,268,870, 3,868, following discussion,PNlopt represents the set of
5,073,459 and 6,341,780 are respectively used. &sich destination-like peers, each element in which is th
is generated by all the peers each of which randominetwork identifier of a destination-like peer.
generates one of its subsets based on differemt ameh  In music theory, an interval is the difference iitcip
standard deviation between 0 and 1 under the normdletween the current note and the previous noteumhe
distribution. Finally we run 15 queries on the feets in  of interval used in this study is semitone. Forregke,
four music information retrieval schemes mentionedthe interval between "do" and "re" is 2 semitonvesije
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Table 4: Average Retrieval Time in Each SchemeSinaulator (Seconds)

Number of docs PsC P§C PsPs PsPsC
1,268,870 19.1769 1.0280 0.0973 0.0256
3,169,806 47.9910 2.6715 0.1670 0.0319
5,073,459 78.3206 3.9243 0.2304 0.0461
6,341,780 99.1541 6.5202 0.2831 0.0526
the interval between "re" and "mi" is 1 semitone. A v

sequence of intervals can be used to representcalyne 3). U S; =S

For example, the sequence of interval of the meiady =1

Fig. 1is (512 -2 -1 -2 2). Also, a sequencentérivals o ] -

can be used to represent a piece of music because{® li. j =1, ..., ¥ is called a partition oS and &,
monophonic melody can be extracted from a piece ofs - - - » & Do, by, ..., R) is called the partitioning
music [8]. sequence.

Definition 1: Letd be a positive integer. For a piece of Definition 5: §j is called the expanding set & (), if
music whose sequence of intervalS&r (isiz. . . j . . . (k, D) is the feature ofl interval of a certain music set,
insun)s 1 < j < Neum §j is an interval valueNg,y is the  Sxn={(a,0) | al[maxk-a, 0), min(k+a, 1)], bO[maxk-,
number of all intervals iSeq.Let Ny be the number of 0), min(k+s, 1)]} S, wherex, O[O0, 1]. Thena is called
intervals whose absolute values are not lessdh&af  the expanding factor on meahis called the expanding
= N¢/Nsum s called the ratio od interval of the piece of factor on standard deviation.

music.

Letd be 2, the ratio ofl interval of the melody in Fig. 1 Definition 6: Supposing theE0S,{S; |i,j=1,...,¥is

is 0.71. Whenrd is given in a P2pP systerﬁafj can be a partition ofS, G{S; |i,j=1,..., V¥, Gis called the
abbreviated tdrRat For two pieces of musiay andm, minimal overlay of E if (1) EO U S': (2)G'TUG,
Ratm andRatm are respectively the ratios dinterval STG

of m; andm,. Letoffsetbe a small positive numbem, is El U S .G'=G

called similar tom, if |Ratm-Ratm|<offset that is, ’

Ratm is close enough tBatm. sue

— . o Definition 7: S= {(a, b) | 0< a, b<1} is the space od
Definition 2: Letd be a given positive integer. For a set; ... o\ features S| M, N=1 Vs a partition of
o o s o st e o1 S I th PSpoC sceme he mapftgid) (5. i
called the feature af interval of this set Where,(]a)is called a partition mapping, i(P'ql):S“”c’ @, b)CSpn

. i . where &, b) is the feature ofl interval of the shared
the mean oR®; (2) bis the standard deviation Bf. It is music set on thé" peer
obvious that G a, b= 1. Please note that the shared music files on a pagr m
have more than one feature fnterval. For example,
the shared music files on a peer can be clusterted i
several sets and then one featuredafterval can be
extracted from each set. To simplify the discussitime
implementation, a peer only corresponds to onaifeat
N o _ of d interval in this section, that is, a peer only
Def_lrg)mon 4. Given G ap, bhsl_(n11, naé) }g o V). corresponds to one set of music files. But it can b
2=0<a<&<...<aqq<a=1andbo=0<b <b g ended to be suitable for other environments.

<...<b.; <b,=1, Sis partitioned by these points into In th t of this stud ; d to denote th t
V2 subspaces that are denotedspywhere N the rest of this studff(Sy) is used to denote the se

Definition 3: Letd be a given positive intege®={(a, b)
| O<a, b<1} is called the space af interval features,
where @, S if and only if @, b is the feature ol
interval of a certain music set.

. {Pid'| f(Pid)=Sn, iON}. An implementation ofas the

(S]-).zs{j(z %llai'g;;/’ai ba<b<b},1<ij<(v- 1) data structure in the coordinator, f{&,)| m,n=1, ...,
] ) -1 = ) -1 = ) — 1 —_ ]

S ={(a bl assa<a, b <b< b}, izv, 1<) <@l

Si={(abla.=a<a basbsb}1<is(v-1)] The Algorithm to Find PNlopt: Given parameterd,

=V e .
) L partitioning sequence, expanding factarand g, the
S={(ablai<asa,b,=<b=h}.i=j=v, algorithm to findPNloptcan be described as follows.
o S Input: a music quer®, which is a piece of music, a song
2.8, N $;,=9. ISin b2 ju 2V, ki #020r 1 #J2 sung, or a melody hummed.
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Output: the set of destination-like pe@dlopt
Steps:
*  Extract the sequence of intervals@f
ComputeRat, - the ratio ofd interval ofQ. Please
note that Rat is considered asQf in this
implementation of PsPsC scheme, that is,
Pf(Q)=Qf=Rat, wherePf denotes the operation of
computing the ratio ofl interval of Q from the
sequence of intervals &,
Compute Qps=Stat{{ Q}) =(aq, bg), whereStati )
is the operation of computing the feature @f
interval of a set of music files. Obviously = Rat,
bo = 0;
C%mputeS(aQ,bQ), - the expanding set @ps
Compute G - the minimal overlay ofYag,bg),
GH{Sm|m,n=1,.... N
ComputePNloy
= J ff(s) = Y{Pid'| f(Pid)=s,i0 N

STOG STUG
={Pid'| f(Pid)OG, iON};
ReturnPNlgp.

PNIoptcan be refined by tuning partitioning sequencge,
o andp.

Filtering Method: In the implementation of PsPsC
scheme, the coordinator seridBllopt to the querying
peer. The querying peer sernidat, the feature of the
music query, to these destination-like peers. Eac
destination-like Eeer, say thé&" peer, returns the local
result, that isPid* and {(Mf, Cf(Rat, Mf¥)) | Cf(Rat,
Mfkj)<0ffsetjDN}, to the querying peer, wheifsetis
the matching condition given by the user. The qingry
peer receives all results, sorts them and exhitésn to
the user. Repeated copies of a version of a pieteisic
stored in different peers may be returned. Thuss it
important to filter out the redundant music filesthe
result shown to the user.

In this study a simple and effective method is enésd
to filter out the repetitions in the results. MuBies with

(3): 369-375, 2005
RESULTS

Some simulated experiments are designed to show the
efficiency of the proposed algorithm. In order teasure

the experimental results, the following concepts ar
introduced.

Definition 8: Supposing tha is the input queryClist
is the set of network identifiers of all peers &idlopt
ClListis the output,

|PNI,,
|Clis]

PR=

is calledpeer-ratiq which represents the percentage of
destination-like peeri all peers.

Definition 9: Given a value obffset the following ratio
is calledhit-ratio

> [pr|

_ iOPNIgy

> |ph|”

iCIClist

where Ph={Mid|; | C{Qf, Mf})<offset jON} = {Mid |
|Rat - RatMidj| < offset, [IN}. HR represents the

}Eercentage of the number of music files similaQtmn

Nlop: to the number of all music files similar @in the
whole P2P system.

Definition 10: The ratio of HR to PR is called
accelerating-ratio

n represents the efficiency of the proposed algorith
The following experiments are made in our simulator

different peers, but they have the same sizes snally
have the same timestamps (the date and time aésibu
of files). So the sizes or the timestamps of miits
with equal matching values can be used to judgehehne
these files are repeated. Usually the size offitnough
for the job.

Let the format of the result beid and {(Mf<, Fs,
Cf(Rak, Mf€)) | Cf(Rak, Mf€)<offset jCIN}, where FsLj

is the size of theg™ similar music file in thek™
destination-like peer. During the merging and sgrivf
results from destination-like peers, if the quegypeer
finds some music files with the same matching \&lite
compares their sizes and then deletes the replienw
they are the same.
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previously are also processed in the simulator. The
parametew is set to 5 and the partitioning sequergg (

a, ...ay, b by, ..., Q) isaltered fronay=0<a; <a
<...<au<a=1by=0<b;<b,<...<b.,<b =1
to0<gy<gy<ay<...<a,<a<1,0<bg<b <b
<...<by<b=<10<a,b<1,x,y=012...,v
whereay, a,, by andb, are determined by the experiment
data. Different expanding facto#sandp are selected to
test the different effects. Then the averagePRfHR
andyn are computed and shown as follows.

Figure 2 shows the relationship between aveki#gand
offsetat different expanding factors. Wherincreases,
HR increases because more peers are searched for
similar music toQ. The same is true ¢gf Whenoffset
increasesHR decreases. It is better to kesfsetwithin
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approximate queries and PsC+ is best for exactapier
After that, an implementation of PsPsC scheme is
presented. Based on some useful concepts, anthlgori
is designed to find the destination-like peers.irAe

yet effective algorithm is also given to filter otlte
replica in the final results. Experiments show tiese
algorithms are very efficient.
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Peers
5.
a proper range, such as [0.001, 0.01] in these

experiments, to get the more staHIR.
Figure 3 shows the relationship between averagad

offsetat different expanding factors. Wheimcreases; 6.

decreases since peers with lovkn|jare searched. The
same is true off. When offsetincreasesy decreases
because more irrelevant ingredients are involvethén
retrieval process, such as more dissimilar musés fio

Q

expanding factors andf. An expanding factoe or S
can be increased to improwR, but the accelerating

ration will fall. When takingaz = 0.01,4=0.15 andffset 8.

= 0.005,HR will be close to one fourth (23.91%) and
will be more than 4 (4.1191). It is a good tradeoff

CONCLUSIONS 9.

CBP2PMIR is introduced in this study. Four schewfes
CBP2PMIR are evaluated in detail on communication
cost, retrieval time, update complexity and robessn
PsPsC scheme is found out to be the best one for
375

In conclusion,HR and s are always stable at certain 7.
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