
 

 

 

 © 2023 Magda Shuayb, Ashraf Fadiel and Taher Abu-Lebdeh. This open-access article is distributed under a 

Creative Commons Attribution (CC-BY) 4.0 license. 

American Journal of Engineering and Applied Sciences 

 

 

 

Original Research Paper 

Propose a System of Collecting and Analyzing Casual Labor 

Data in Libya Based on Distributed Systems and 

Weka Visualization 
 

1Magda Shuayb, 2Ashraf Fadiel and 3Taher Abu-Lebdeh 

 
1Department of Civil Engineering, The Higher Higher Institute of S&T, El-Beida, Libya 
2Department of Civil Engineering, Omar Al-Mukhtar University, El-Beida, Libya 
3Civil, Architectural, and Environmental Engineering Department, North Carolina A&T State University, Greensboro, NC, USA 

 
Article history 
Received: 18-12-2023  
Revised: 01-01-2024 
Accepted: 03-01-2024  
 
Corresponding Author: 

Ashraf Fadiel 
Department of Civil 
Engineering, Omar Al-Mukhtar 
University, El-Bieda, Libya 
Email: ashraf.fadiel@omu.edu.ly 

Abstract: The aim of this research is to propose a system for collecting and 

analyzing casual labor data in Libya, leveraging distributed systems and the 

Weka visualization tool. The current labor market in Libya relies heavily on 

casual labor, which poses challenges in terms of data collection and analysis 

due to its decentralized nature. The proposed system aims to address these 
challenges by utilizing distributed systems to efficiently gather data from 

various sources and employing the Weka visualization tool for 

comprehensive analysis. The system consists of two main components: Data 

collection and data analysis. For data collection, a distributed system 

architecture is proposed, which enables the collection of labor data from 

multiple sources such as job platforms, recruitment agencies and government 

databases. The distributed system ensures efficient and reliable data retrieval, 

incorporating mechanisms for data quality control and validation. The 

proposed system has several advantages. Firstly, it improves the efficiency 

and accuracy of data collection by leveraging distributed systems, reducing 

manual efforts and minimizing errors. Secondly, the utilization of Weka for 
data analysis enhances the understanding of casual labor trends, patterns and 

demographics, enabling better decision-making in labor market policies and 

resource allocation. Additionally, the system contributes to the overall 

digitalization and modernization of labor market data management in Libya. 

 

Keywords: Casual Labor, Libya, Distributed Systems, Weka Visualization 
 

Introduction 

The labor market plays a vital role in the socio-economic 
development of any country. In Libya, the labor market is 
characterized by a significant presence of casual labor, where 
individuals engage in short-term or temporary work 
arrangements (El-Fadil, 2009). This form of employment 
poses challenges in terms of data collection and analysis 
due to its decentralized nature and the absence of a 
centralized labor information system. However, with the 
advancements in technology and the availability of data 
analysis tools, there is an opportunity to develop a system 
that efficiently collects and analyzes casual labor data to 
gain insights into labor market dynamics (Rado, 2019; 
Desiere and Costa, 2019; Gary, 2019; Manalu et al., 
2023). The purpose of this research is to propose a system 
for collecting and analyzing casual labor data in Libya, 
leveraging distributed systems and the Weka visualization 

tool. The proposed system aims to address the existing 
challenges in data collection and analysis, providing a 
comprehensive solution to understand the patterns, 
trends and demographics of casual labor in Libya 
(Rado, 2019; Desiere and Costa, 2019; Gary, 2019; 
Manalu et al., 2023; Breza et al., 2021; Spaargaren, 
2020; Bakthavatchalam et al., 2022). The need for such 
a system arises from the importance of having accurate 
and up-to-date labor market information to inform 
policy-making, resource allocation and decision-
making processes. Currently, the lack of centralized 
and reliable labor data hinders the ability of 
stakeholders, including government agencies, 
policymakers and researchers, to make informed 
decisions regarding labor market interventions (Rado, 
2019; Desiere and Costa, 2019; Gary, 2019; Manalu et al., 
2023; Breza et al., 2021; Spaargaren, 2020; 
Bakthavatchalam et al., 2022). By utilizing distributed 



Magda Shuayb et al. / American Journal of Engineering and Applied Sciences 2023, 16 (4): 135.141 

DOI: 10.3844/ajeassp.2023.135.141 

 

136 

systems, the proposed system enables the collection of 
labor data from various sources, including job platforms, 
recruitment agencies and government databases. This 
distributed approach ensures the efficient retrieval and 
integration of data, overcoming the challenges posed by 
the decentralized nature of casual labor. Additionally, the 
use of the Weka visualization tool provides powerful data 
analysis capabilities, allowing for the application of 
data mining and machine learning techniques to gain 
valuable insights from the collected data (Gary, 2019; 
Manalu et al., 2023; Breza et al., 2021; Spaargaren, 
2020; Bakthavatchalam et al., 2022). The proposed 
system offers several benefits. Firstly, it improves the 
efficiency and accuracy of data collection by 
leveraging distributed systems, enabling stakeholders 
to access comprehensive and reliable labor market data. 
Secondly, the use of the Weka visualization tool enhances 
the understanding of casual labor trends, patterns and 
demographics through advanced data analysis techniques. 
This, in turn, facilitates evidence-based decision-making 
and policy formulation in relation to labor market 
interventions (Nguyen et al., 2019; Bakthavatchalam et al., 
2022; Hamed et al., 2021; Bourechak et al., 2023; 
Heikkonen, 2021). To develop and evaluate the proposed 
system, a multidisciplinary approach will be adopted, 
incorporating principles from data science, distributed 
systems and labor market analysis. The research will 
involve a thorough literature review, system design and 
implementation, data collection from various sources and 
analysis using the Weka visualization tool (Bourechak et al., 
2023; Heikkonen, 2021). The effectiveness and utility of the 
system will be evaluated through real-world data, providing 
insights into the feasibility and applicability of the 
proposed approach. The proposed system for collecting 
and analyzing casual labor data in Libya based on 
distributed systems and Weka visualization offers a 
promising solution to address the challenges in labor 
market data management (Nguyen et al., 2019; 
Bakthavatchalam et al., 2022; Hamed et al., 2021; 
Bourechak et al., 2023; Heikkonen, 2021). By leveraging 
technology and advanced data analysis techniques, the 
system aims to provide stakeholders with valuable 
insights into the dynamics of casual labor, contributing to 
evidence-based decision-making and policy formulation 
in the labor market. Work is one of the most important 
requirements of life in human societies (Bourechak et al., 
2023; Heikkonen, 2021). Therefore, different societies 
seek to provide job opportunities for individuals who are 
able to work in order to provide a decent life for the 
individual and their families. Libya is a coastal country in 
the Mediterranean. Many people travel to it in order to 
work. Most of the people traveling to Libya are 
immigrants from the neighboring countries of Libya, 
hoping to improve their lives and provide a decent life for 
their families (Gomes et al., 2019; Bourechak et al., 2023; 
Heikkonen, 2021). This group of people is defined as 
casual labor. In this research, a proposal is made to collect 
casual labor data in various Libyan cities using 

specialized centers and distributed systems and the 
program is prepared and implemented in the Python 
language (Nguyen et al., 2019; Bakthavatchalam et al., 
2022; Hamed et al., 2021; Bourechak et al., 2023; 
Heikkonen, 2021). 

Materials and Methods 

The research methodology involves a combination of 

literature review, system design and implementation, data 
collection and analysis using Weka. The Waikato 

environment for Knowledge analysis (Weka) was 

developed due to the perceived need for a single workbench 

that would provide researchers simple access to cutting-

edge machine learning techniques (Hall et al., 2009). 

The Weka workbench offers easy access to these 

capabilities through graphical stoner interfaces and a 

diversity of visualization tools and algorithms for data 

analysis and prophetic modeling. It's software that's open 

source. It can run on virtually any current computing 

platform because it's completely enforced in the java 
programming language, making it movable and platform-

neutral. Data pre-processing, clustering, bracket, 

association, visualization and point selection are just a 

many of the common data mining conditioning that Weka 

can perform. Weka's graphical terrain is launched using 

the Weka GUI namer, which includes six buttons simple 

cli, explorer, experimenter, knowledge flow, ARFF 

viewer and log (Hall et al., 2009; Frank et al., 2004; 

Aher and Lobo, 2011). 

Once the data is collected, the Weka visualization tool is 

employed for data analysis. Weka provides a rich set of data 

mining and machine learning algorithms, allowing for in-

depth analysis of the collected labor data. Various techniques 

such as clustering, classification and visualization are utilized 

to gain insights into the characteristics of casual labor in 

Libya. The visualization capabilities of Weka enable the 

representation of complex labor data in a comprehensible 

manner, facilitating decision-making processes. 

The system will be evaluated through real-world data 

from various sources, assessing the effectiveness of data 

collection and the insights gained through data analysis. In 

conclusion, the proposed system for collecting and analyzing 

casual labor data in Libya based on distributed systems and 

Weka visualization offers a novel approach to addressing the 

challenges of decentralized labor markets.  

System Architecture 

Casual workers in Libya are a very big problem due to a 
large number of irregular migrants from the neighboring 
countries of Libya and since Libya is a transit country for 
irregular migrants, especially immigrants to the countries of 
the European Union, in order to work and earn a living and 
provide a decent life for their families, for these reasons, 
employment expatriates work for immigration to European 
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Union countries (El-Fadil, 2009). The most characteristic 
characteristics of casual employment are the following: 
 

1. The level of education is often low 
2. Most casual workers work in professions that do not 

require great educational qualifications 

3. Most of the casual laborers work as daily workers 

4. Casual workers often have low wages 

 

The problem of casual employment is that it affects 

economic life in the Libyan state, so the initiative must be 

taken to collect data on this group of people, study it, 

organize it and limit its spread. This research presents a 

proposal to study and analyze casual employment data 

using distributed systems with the Ray framework. 

After getting acquainted with the problem of casual 

labor in Libya, we must briefly get acquainted with the 

Ray framework. 

Ray is an open-source project of a language called 

Python for parallel programming and distributed systems. 

It is one of the modern systems and frameworks that helps 

to prepare software based on the logic of working 

parallelism and distributed systems, for which parallel and 

distributed processing are integral parts of modern 

applications (Hall et al., 2009; Frank et al., 2004; Aher 

and Lobo, 2011; Ray et al., 2023; Ditscherlein et al., 

2022; Kashani et al., 2021). 

This research needs to use multiple cores or multiple 

machines to accelerate applications or run them at scale. 

The software and network application infrastructure and 

query and query-response systems are not single-threaded 

programs running on someone's laptop but rather a set of 

services that communicate and interact with one another. 

distributed and running in parallel applications 

(Ditscherlein et al., 2022; Kashani et al., 2021). As 

depicted in Fig. 1. 

In this project, the Ray framework will be used and 

defined locally within the computer because the Ray 

framework is a virtual environment containing 4 cores, 

each core representing a remote computer. 

 

 

 

Fig. 1: Ray framework architecture 

 
 
Fig. 2: Working parallel and sequential in the system 
 

The idea of the project is mainly to use distributed 

systems, as shown in Fig. 2. The main idea of this project 

is to propose a system for collecting and analyzing casual 

labor data in Libya based on distributed systems. The 

importance of using distributed systems is the speed at 
which the study is performed while taking advantage of 

the power of data processing in parallel with the Ray 

framework in the Python language. Figure 2 illustrates the 

idea of working in parallel compared to sequential work 

in the system. 

In traditional systems based on the central milling unit, 

operations are carried out sequentially, which is suitable 

for simple jobs. But for complex systems, which require a 

lot of effort and simultaneous data entry operations, the 

use of distributed systems is the solution to this problem. 

Figure 2 parallel calculations are faster than the 

method of sequential calculations and the difference here 
is that working in parallel saves time and effort on the 

CPU, while working in a row consumes more resources in 

the system compared to working in parallel. 

Next: Explanation of the casual labor program in 

Libya in Python using distributed systems. 

GUI Implements the Project in Python 

In the casual labor program in Libya, which was 

programmed in the Python language, at the start of 

running the program, a graphical interface appears, 
offering you two options to calculate the time for 

executing data processing, either in a serial way or in a 

distributed way. The program performs these 

operations in the background (Fig. 3). When a 

sequential command is implemented, the output of the 

execution appears in the background through the 

console, as shown in Fig. 4. When you press the button 

run distributed, which means in parallel, the output of 

the execution appears in the background through the 

console. The result is presented in Fig. 5. 

After execution on the distributed system, execution in 
the background, the execution time appears and it is noted 

here that the execution time with distributed running is 

less than execution on sequential. The final result after 

implementation is presented in Fig. 6. 
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Fig. 3: The implementation of the proposed system of collecting 

and analyzing data using the Python language 
 

  
Fig. 4: Run in a sequential state 
 

 
 
Fig. 5: Run in a distributed state 
  

 
 
Fig. 6: Final results after running the GUI in the project 

After the program is executed, the virtual data centers, 

which collect casual labor data, create a data set that is 

stored within the program during execution so that we can 

analyze this data using Weka programs. 

Results and Discussion  

Evaluation 

After implementing the system and testing it, it turned 
out that there is an advantage: The implementation in the 
distributed system takes less time than the implementation 
in the sequential system, as shown in Fig. 7. Table 1 
shows a sample of project implementation, depending on 
the execution time. 

Each time the program is executed, the collected data 
is added to a file so that it can be analyzed later by Weka 
(Fig. 8). Next: Analysis of data collected by the casual 
workers analysis program in Libya. 

Weka Evaluation 

Weka is a powerful data mining application that can 
help you better understand the data you acquire (Hall et al. 
2009) (Fig. 9) depicts the GUI chooser. The application 
features powerful data analysis tools that can be used 
to extract information and develop new machine-
learning schemes. Overall, the app is an excellent data 
analysis tool. Figure 10 depicts Weka explorer within 
six attributes distances. 
 
Table 1: Implementation, depending on the execution time 

main headings 

ID Sequential Distributed Difference 

1 1.117308130 1.102317048 0.014991082 
2 1.190263747 1.129300117 0.060963630 
3 1.178915596 1.108314110 0.070601486 
4 1.433320618 1.123306512 0.310014105 
5 1.107308140 1.100564000 0.006744140 
6 1.190263748 1.129300117 0.060963631 
7 1.189155960 1.122460000 0.066695960 
8 1.083332062 1.033065128 0.050266933 
 

 
 
Fig. 7: Comparison of execution time in the program between 

sequential and distributed 
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Fig. 8: Data set provided from the data collection 
 

 
 

Fig. 9: The GUI chooser 
 

 
 

Fig. 10: Weka explorer within six attributes distances 
 
Scalability and Reliability  

After implementing a proposed system of collecting 
and analyzing casual labor data in Libya based on 
distributed systems and Weka visualization and 
evaluating the results, it became clear that I meant the 
advantages of working on parallel (distributed) systems 
using the Ray frame and it has been shown through 
practical experience that multi-core systems make optimal 
use of computer resources. Among the most important of 
these sources is the main memory. Parallelism gives the 
advantage of speed in completing the study and this was 
clearly shown in the results of the distributed system 

calculations compared to the sequential system. This 
provides better scalability than traditional CPU systems. 
Cloud computing can be used to speed up work 
completion, which greatly helps in making calculations 
and quickly evaluating the system. This depends on the 
cost of the project and the budget allocated for 
expanding the system. 

Trade-off and Limitations 

In this project, the project calculations are 

implemented based on the distributed systems, for the 

proposed system of collecting and analyzing casual labor 

data in Libya based on distributed systems and 

considering the use of a local version of the RAE 

framework, where the RAE framework provides a 

maximum of 4 cores to work on computers. Therefore, no 

more than 4 cores have been worked out to implement the 

system and the execution time calculations showed the 

advantage of using the distributed evaluation method 

compared to the successive calculations. Working on the 

principles of parallelism and computation in distributed 
systems remains one of the goals achieved in this project. 

Simple K-mean (Fig. 11) and Weka visualization that 

analyzed the jobs occupied by casual labor in eight cities in 

Libya, namely, Tripoli, Bani Walid, Benghazi, Al-Bayada, 

Misrata, Ajdabiya, Sirt and Zliten. The results indicated 

that the highest casual labor job is auto electrician and the 

lowest is residential electrician. In addition, simple K-mean 

and Weka visualization that represented casual labor in 

different cities and their nationality showed that the highest 

casual nationality is Sudanese and the lowest are from 

Niger. Canopy and Weka visualization that represented 
casual labor in deferent cities verses jobs indicated that 

the highest casual jobs are auto electrician and the lowest 

are residential electrician. Also, hierarchical clustered and 

Weka visualization that analyzed casual labor city and 

their jobs showed that the highest casual jobs are auto 

electrician and the lowest are residential electrician. 

The graphical interface offered by the program is a 

very intriguing feature. It is not as complex as ArcGIS and 

quantum GIS, but it still lets the user execute visual 

searches and see the data graphically via this interface. 

Weka is an open-source machine learning technique that 

can be called from pre-existing Java code or applied 

directly to a dataset for data mining jobs. Tools for pre-

processing data, regression, classification, clustering, 

visualization and association rules are all included in the 

system. For creating novel machine learning schemes, it 

works well. With the use of filters, attribute selection 

classes and meta-classifiers, Weka users can carry out 

attribute selection. Using transaction ID as the primary 

key, the program lets users access transactional data kept 

in databases. By defining and adjusting the colors in the 

interface, teams may also alter the plots' background color 

(Engel et al., 2014; Hall et al., 2009). 
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Fig. 11: Simple K-mean 

 

Conclusion 

After completing, the implementation of the 

proposed system of collecting and analyzing casual labor 

data in Libya based on distributed systems and Weka 

visualization. Four cores were used as many as the Ray 

frame allows, in the local version, in the PC, where each 

core represents a remote independent machine, running 

in parallel with the others. The importance of using 

computer resources, which is the advantage of memory 

management, increased performance and speed of work 

completion, was taken advantage of with the application 

of the principle of distributed systems that work in 

parallel using the Python language. Simple K-means 

clustering (casual labor city and their jobs) the highest 

casual labor jobs are represented by electrical (95%) as 

well as the lowest casual labor job which is the 

residential electrician (0%). In the same way, the simple 

K-means clustering (casual labor city and their 

nationality) represented that the highest casual 

nationality is Sudanese (98%), however, the lowest 

casual nationality is Niger (22%). In the same way, by 

canopy clustering (casual labor city and their jobs) 

which represented the highest number of casual jobs are 

swath electric (88%) and the lowest number of casual 

jobs: Residential electrician (0%). In addition, the 

hierarchical cluster represented the casual labor city and 

their jobs which the highest casual jobs are working in auto 

electric (97%) and the lowest casual jobs are working in 

electrical installation of residential buildings (7%). 

Future Work 

In the future, this research can develop a system for 

the proposed system of collecting and analyzing casual 
labor data in Libya based on distributed systems-based 

data warehousing and it is also possible to work on 

analyzing this data using deep learning systems and 

integrating this data with the economic movement within 

the city to obtain ratings, of high value, of the movement 

of transportation within the city. 
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