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Abstract: A human transaction always involves figured documents that have 

high practical value and could be screened using Optical Character 

Recognition (OCR). Optical character recognition is a knowledge to process 

different types of documents and figures to become data that could be 

analyzed, stored in files, edited and written for different uses. Lately, 

researchers used a lot of methods to analyze figures that contain text to be 

written into a media. This manuscript summarizes the figure processing 

method using OCR technology between 2014 and 2020 that involves text 

detection, extraction and segmentation for research guidance that applies 

collection, synthesis and analysis of research articles on the figure processing 

method. The source data is taken from electronic data using search protocols 
via keywords and forward and backward reference searches. This manuscript 

presents the output and the latest technique on the figure processing method 

via OCR for the research gap. 
 
Keywords: Optical Character Identification, Figure Processing, Textual 

Figure, OCR 
 

Introduction 

There is a lot of information in a figure and this is very 
important because figure processing is a very important 

task. Segmentation is important before analyzing a figure 

which involves partitioning digital figures into a few 
segments. The text-embedded figure is large, especially in 

magazines, advertisements and websites. Text detection 

studies getting popular since there are a lot of applications 

for basic, text searching and filing documents. In this 
informative era, different organizations, complicated 

systems, indexing, information gathering, automatic 

classification and multi-scripts develop from time to time. 
Most of the backward conversion literature limits textual 

blocks, information letters, formulas, all types of 

application sheets, etc., practically, documents with poor 

contrast, blurred, slanted, poor in shape and irregular 
texture will have heterogeneous blocks such as 

annotation, printed machine and handwritten, graphic, 

figure, logo, photo and table structure. This complicates 
analyzing and detecting documents. 

There are a lot of approaches for text and figure 

segmentation based on region and texture. Region-based 

approach to every pixel fixes the region and objects. This 

approach is divided into 2 subcategories: Basic Janani and 

Sheela (2016); Gundu et al. (2014); Grover et al. (2009) 

and connected components. Text region on document 

figure can be detected using the region base method and 

texture. This is relatively independent with measurement 

changes and text orientation but complex in terms of 

uneven background, e.g., If text touches a graphical object 

in an original figure and forms a component that is 

connected to a binary figure. Basically, in an inverted 

algorithm, the text symbol is stronger than noise, texture 

background and other graphical items (Janani and Sheela, 

2016; Grover et al., 2009; Mathur and Rikhari, 2017). In 

the top-down technique, the edge binary figure is produced 
using edge detectors that will be connected by including 

morphological operators or another algorithm such as run-

length smoothing (Grover et al., 2009). The component 

connected with the figure produced is the candidate text 

area because each line combines graphical items.  

After that, each component decomposed to become a 

smaller region by analyzing vertical and horizontal proxy 

profiles. Finally, each heuristic obstacle is labeled as text. 

Etheredge basic method is rapid and able to detect text in a 

complex background by having text strings correlated 

horizontally and vertically. The input other f text figure 

approach will combine text and non-text or text, figure and 

background class texture. Most segmentation algorithm 

uses a classification frame with certain measures to ensure 

all or most of the pixels in the frame will have the same 

class (Angadi and Kodabagi, 2009). A classification 
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algorithm is used to label every frame in the feature space. 

Long et al. (2021) there are 2 class and 2-method 

classifications used to group every figure block as text and 

non-text appropriate with local energy in the wavelet 

transform domain. By using 3-method grouping on every 

figure pixel labeled as text, figure, or background 

according to 9-D feature vector based on Gaussian 

screening. Major feature statistics and geometrics were 

proposed for texture segmentation.  

Wavelength transformation has become an effective 

tool in segmentation and classifying texture due to 

multiresolution characters because the wavelet base 

feature is interesting. Strong transformation domain for 

figure modeling marked by their edge. Text segmentation 

has broad scope but only a few studies focus on it. Text 

segmentation algorithm has adaptation and learning 

capability but is time-consuming and training data is 

satisfying but has practical limitations. To solve the 

problem, (Khan and Mufti, 2016) give an average 

procedure and compare it to produce training data from 

segmented figures manually. Then, the Naïve Bayes 

Classifier (NBC) was included quickly in the training and 

application phase. Figure segmentation and edge 

detection technique studies were proposed (Miri et al., 

2017) where a new approach segmenting figures into page 

components (e.g., text, graphic and table). Their approach 

has 2 main steps: In the first step, an appropriate score 

from network convolutional for page component category 

with connected document component (Lu et al., 2015). 

Information extraction method proposed. Automatic 

smart text extraction identifies and extracts text from 

different types of figures. This system consists of different 

levels namely localization, segmentation, extraction and 

text introduction from figure (Ganesan and Sajiv, 2017). 

The edge detection method has an application process for 

the analysis of multiple edge detectors and new trends in 

edge detection. Edge in processing a figure has 

discontinuous intensity from one pixel to another. Edge 

detection is another figure advancement technique to 

increase the quality of a figure analysis (Karpagam and 

Manikandan, 2019) to extract text from a figure without 

limitation as proposed by Angie Venkatesan Karpagam 

and Mohan Manikan. The MSRA text detection 500 and 

dataset Street View Text (SVT) were used to test the 

proposed algorithm. The output is a dataset and localized 

text entropies to identify blurred text, different font 

characters to identify blurred text, the different fonts in a 

text and multilanguage text with different double 

multiplication from the complex backgrounds (Hoda et al., 

2017). Systematic Literature Research (SLR) will not 

only consider the methodology of figure processing which 

comprises TESK with OCR technology. This manuscript 

also screens different methods to process figures to 

become better text. 

Methods 

As mentioned above, this manuscript aimed to identify 

and present literature on figure processing using OCR 

technology based on relevant research and studies. 

Therefore, the conclusion of this review is: (1) To 

summarize the accuracy of figure-to-text conversion 

methods. (2) To find out accuracy shortcomings using 

advanced observation. (3) To apply figure-based-text 

processing in identifying new area accuracy. We will 

follow strategies proposed by Medhat et al. (2014). The 

inclusion, exclusion, searching, selection, data extraction 
and synthesis criteria are discussed in subsection 

identification protocols. 

Search Protocols 

Search protocols were analyzed comprehensively by 

using philosophical, principled steps from the available 

systematic literature review (Medhat et al., 2014). This 

protocol identifies search background, search strategies, 

data extraction, accuracy principles and quality evaluation 

criteria to choose studies and data analysis. Search 

protocols focused on highlighting differences between 

SLR and traditional or narrative search (Hoda et al., 

2017). This will increase the consistency of the review 

and reduce bias as the researcher has to be very accurate 

in presenting the search strategy and criteria. 

Inclusive and Exclusive Criteria 

This criterion is to ensure the relevancy of the articles 

used. Inclusive and exclusive criteria include accuracy 

studies from journals, conferences and a variety of 
methods used to process figures into text published 

between 2014 and 2020. A total of 825 articles based on 

figure processing methods using ORC technology were 

extracted by using keyword search (Fig. 1) for general 

search on the selection process. Articles without a clear 

method were ignored in the article selection procedures. 

Duplicated and incomplete text was also not included in 

the studies. 
 

 
 
Fig. 1: General search to paper count 
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Search Strategy 

The automatic and manual search of appropriate 
journals resulted in 825 references. Out of it, only 85 were 
chosen as reflected by Fig. (1). 

The search strategy involves manual and automatic 
search in Fig. (1). Automatic search helps to identify and 
acquire main studies for wider perspective and review as 
recommended (Hoda et al., 2017). Then, a manual search 
was conducted on the obtained studies. A standard 
database was used to obtain the review article. However, 
magazines, paperwork, newspapers, books and blogs 
were ignored because they had verification issues. 

General keywords are taken from search objectives and 
volumes used to find articles. The objectives were to 
maximize the search for relevant articles of interest. 

All permutation was taken into account which 
involves figure identification using OCR technology, 
figure processing, figure introduction, figure extraction, 
etc. After the acquisition of primary data, relevant 
research was done on the primary data that has inclusive 
and exclusive criteria. Then, Mendeley was used to keep 
all related references. Mendeley used to help identify 
duplicated studies because searching has a lot of basic 
data. The manual and automatic search was carried out 

extensively to avoid any overlooked materials by using 
back-and-forth references. All extracted data were then 
duplicated into a spreadsheet and repeated processes were 
done to omit irrelevant studies. Finally, the main post-
studies set was added to Mendeley. 

Process of Choosing Studies 

Throughout the search and observation, about 825 journals 
were shortlisted based on four sources of presentations. 

The toll approach was adopted for the search 

(Memon et al., 2020). About 825 studies were 

automatically searched in the database searched using 

relevant keywords (Memon et al., 2020). Out of 825, around 

413 studies are duplicates and ignored. Exclusive and 

inclusive criteria were used on title, abstract, keywords and 

type of publication with the remaining studies 412 studies. 

About 210 studies were screened resulting in 202. Selection 

studies managed to leave us with 102 studies. After an 

automatic search, a manual searching procedure was 

conducted on 100 studies to cross-check reference and 

relevancy. A manual search resulted in an additional 52 

studies and a prefinal registration was carried out for the total 

152 studies. Finally, the 152 studies will be undergoing 

Quality Assessment Criteria (QAC) for SLR conclusion. 

The QAC will identify articles that do not justify the 

question. After QAC inclusion, 67 studies were excluded 

leaving 85 primary studies. Figure 1 for a flowchart on the 

selection process. Table 1 shows the primary study 

distribution or selection between the different sources of 

publication before and after the selection process as 

mentioned Fig. (2) shows the same. 

Table 1: Distribution of the database of selected studies before 
and after applying the selection process 

 Count before  Count before 

 applying selection applying selection 
Source process process 

Elsevier 183 22 
IEEE 251 24 
Springer 261 21 
Other 130 18 

Total 825 85 

 

 
 
Fig. 2: Source distribution/selected database after selection process 
 

Quality Assessment Criteria (QAC) 

Quality Assessment Criteria (QAC) applied to a decision 

on quality-making principles on entire selected studies 

(Hoda et al., 2017) and listed below. This criterion helps to 

identify the strength of the conclusion and appropriate and 

relevant studies. Question on quality evaluation: 
 
1. What is the relevant topic of interest 

2. Which studies focussed on the evaluation context 

3. Which articles proposed a concise methodology of 

interest 

4. What is the data collection procedure for data of 

interest 
5. Are the data analysis well explained using 

appropriate examples 
 

A total of 119 studies were selected after treatment 

with the above credibility analysis. The above 5 quality 

analysis scheme was inspired by Heidarysafa et al. 

(2020). Evaluation quality was measured based on the 

score of each QA where a 2 2-point range was imposed 

i.e., 5-10. Evaluations below 5 are not included in the 

study which resulted in 96 review articles (Fig. 1) for a 

general search of the selection process. 
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Table 2: Extracted meta-data from selected studies 

Selection features Descriptions 

Number of study identifications Exclusive on 
 selected articles 
References Bibliographies, author, 
  volume, etc. 
Type of paper Journal, conference, 
 book chapters 
Language English 

Total collection Collection number 
Technique Figure processing 

 

Data Extraction and Synthesis 

A total of 96 meta-data were extracted and Mendeley 

and MS Excel were used to evaluate them. This procedure 

will be used to record earlier studies (Medhat et al., 2014) 

data such as study ID (to identify each study), study 

volume, author, publication year, publication platform 

(conference, journal, etc.), collection number and accuracy 

context (a technique used) will be recorded in excel sheets. 

All studies were selected based on the technique and 

algorithm proposed by the authors. This enables us to 

classify appropriate techniques and language. Table 2 

shows extracted meta-data from selected studies. 

Selected Statistical Studies 

In this section, selected statistical studies will be 

presented based on source, number of collections, temporal 

view, type of language and type of search methods. 

Review of the Source of Publication 

In this review, most of the studies were published in 

well-known journals and conferences. By considering the 

quality of studies, we believe this review will be used as 
a reference in finding new trends and triggering advanced 

studies on handwritten OCR domains. Figure (3) shows 

the percentage of 49 sources of publication based on study 

distribution. About 60% were published in journals, 30% 

were conference articles whereas 5% were each for book 

chapters and Qtr. 

Search Collection 

Search collection was obtained from Google Scholar. 

In total, selectively collected studies showed reliable 

qualities and are eligible to be included in this review as 
the authors are active in studies. The result is presented in 

Fig. (4). In the selected studies, 18 studies have 81-100 

collections, 23 studies have 51-80 collections, 19 studies 

have 31-50 collections and 25 studies have 1-30 

collections. The number of collections is predicted to 

increase in the future as more articles are published in this 

domain. Figure (4) shows the total selected studies. The 

numerical value indicates the total collected studies 

(appropriate value on a bar chart). 

 
 
Fig. 3: Publication source based on study distribution 

 

 
 
Fig. 4: Total selected studies. The numerical value indicates the 

total collected studies (appropriate value on a bar chart) 

 

Methods of Image Processing Classification 

This manuscript will summarize techniques used to 

process textual figures based on processing level and type 

of techniques. 

Significance of Pre-Processing in Character 

Identification 

The ability to problem solving which affects the 

character identification mechanism could be 

summarised into factors as listed in part 2. Therefore, the 

pre-processing technique manages to upgrade the figure 

documents and prepare them for the next character 

identification steps (Uysal and Gunal, 2014). To achieve 
a high recognition level, an effective OCR-based system 

pre-processing algorithm level is needed. This includes 

accurate advancement of figures, noise removal, figure 

threshold identification, detection of possible corrective 

mechanisms, page segmentation, character segmentation, 

character normalization and morphological techniques. 

Pre-Processing Techniques 

This technique needs to be applied to colors, grayscale 

documents, or binary figures that contain text and 
graphics. In character introduction, most of the 
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application uses grayscale or binary figures because 

processing colored figures needs high computations 

(Hamad and Mehmet, 2016). The figure might consist of 

an uneven background or watermark which complicates 

extraction without pre-processing. Therefore, the aspired 
output of pre-processing is a binary figure with texts.  

To achieve the aspired output, a few steps need to be 

carried out. First, figure advancement is needed to remove 

noise and adjust figure contrast. Then, thresholds will be 

set up to eliminate background with a scene, watermark, 

or noise before page segmentation. Now, character 

segmentation will be carried out to separate characters 

from each other. Finally, morphological processing will 

be done to upgrade characters for figures that have 

thresholds and pre-processing that disrupts the characters 

and increases the pixels (Poovizhi, 2014; Kaur et al., 

2017) The technique above introduces a variety of 
character identification systems in a few applications 

which could be applied to OCR at different levels. 

Figure Advancement Technique 

An appropriate technique used to increase the quality 

of the figure was used (Abdullah et al., 2016; Gupta et al., 

2016; Gautam et al., 2018). The image was presented after 

noise removal, blurred reduction, contrast intensification 

and extensive information inclusion. 

Spatial Figure Filtering Operations 

In processing an image, the filter was used to compress 
higher frequency on the figure i.e., figure depletion, or lower 
frequency, increase or detect figure side (Ravi et al., 2015). 
Restoration and upgrading figure explained in spatial and 
frequency domain i.e., Fourier transformation. However, 
Fourier transformation complicates substantial calculation in 
a few cases. Multiplication in the frequency domain is 
suitable with time convolution in time and spatial domains.  

Using a small convolution mask such as 33, the 

distance figures are easy and faster to be transformed or 
permutated based on Fourier permutation. Therefore, 
there is a lot of spatial filtering technique is presented in 
this chapter. The figure taken is influenced by noise and 
is not ready for analysis (Scheerlinck et al., 2019). For a 
figure to be accepted, its area needs to be compressed or 
highlighted. The spatial process is classified into point 
and mask processing. Point processing involves a 
transformation of individual pixels, independently from 
different figure pixels. Average operations are used to 
modify damage on hardcopy figures, i.e., compensating 
figures. On the other hand, mask processing resulted in 

pixels with (x, y) coordinates. 

Point Processing 

Point processing modifies the pixel value of the 

original figure to an appropriate pixel on a figure 

advanced using the formulae (1) (Smitha et al., 2016): 

   0 , = ,x y T I x y    (1) 

 
where, I (x, y) is the original figure input, O (x, y) is an 

advanced figure and t presents the transformation between 

the two figures. The point processing technique includes 

contrast stretching, global threshold, histogram evenness, 

log transformation and law power transformation. Mask 
processing techniques comprise average filter, sharpening 

filter, local threshold and many more. 

Contrast Stretching 

At the sensory acquisition level, the contrast level of 
the figure can vary because of poor brightness or 
inappropriate arrangement (Negi and Bhandari, 2014). 
Thus, a figure with manipulated contrast and 
compensation will complicate figure acquisition. The idea 

was to change the dynamic range of the grayscale figures. 
Linear mapping as in Eq. (2) used to stretch the pixel 
value of a figure with lower and higher contrast via 
widening the dynamic range of the entire spectrum of a 
figure from 0- (L-1): 
 

 0(𝑥, 𝑦) = 01 + (
02−01

𝐼2−𝐼1
) [𝐼(𝑥, 𝑦) − 𝐼1]  (2) 

 
where, O1 corresponds with 0 while O2 corresponds with 

the total aspired level i.e., L-1 = 255. The I1 and I2 give 

minimum and maximum ranges for gray inputs. The 
average processing shape is adapting the brightness of 

figures by adding bias value, b, onto all pixel’s value of 

figures; where b >0 will increase figure brightness whilst 

b <0 darkens the figure. Strengthening value can be used 

as a bias replacement, where the modified pixels of inputs 

produce brighter output figures. 

The value 0< a <1 produces a darker figure and a value 

is a >1 produces a brighter figure. Equation (3) was 

obtained by combining bias and gain: 
 

   0 = +x,y a* I x,y b   (3) 

 
In this issue, we have to determine the gain and bias 

value which is complicated practically; therefore, the 

solution is to design an input figure range (I1, I2) to 
produce an output figure range (O1, O2) where O1 is 

suitable with O while O2 suitable with a total level of 

interest, thus, producing linear Eq. (2). 

Global Image Thresholding 

Image thresholding is a process of separating 

information (object) from the background of a figure. 

Thus, thresholding is commonly included in converted 

figures regardless of color or grayscale (Lore et al., 2017). 

Thresholds can be categorized into global and local. The 
global thresholding method chooses a single threshold 

value for the entire document figure which depends on the 

background estimation of the figure intensity histogram 

because it is estimated as a point processing operation. On 
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the other hand, the adaptive local threshold uses a 

different value for every pixel based on local area 

information. Hundreds of thresholding algorithms and 

methods are published in literature and books but only 

popular methods are discussed here. The global 
thresholding method is used automatically to reduce 

grayscale and binary images (Chaubey, 2016). 

The figure is assumed to have a 2-pixel class 

(foreground and background). The threshold method 

automatically determines the threshold value, T, where 

the lower pixel value represents the foreground and the 

upper value represents the background. The average 

method chooses a range from all input pixels to be used 

as a threshold value. However, this is not possible if the 

pixel is not evenly distributed in a figure. The 

sophisticated approach intensifies the figure pixels of the 
histogram by using the minimum valley point as the 

threshold. The histogram approach assumes there are few 

grayscale values for background and object pixels, but the 

actual pixel value has a grayscale variation of the 

surroundings. This is an expensive computation and the 

figure histogram might not have a clear valley point which 

complicates choosing the procedure of accurate threshold. 

A repeated method is an average relative method and does 

not need specific knowledge (Balabanian et al., 2017) as 

explained below. The repeated procedure is: 
 
Step 1: Choose the initial threshold value (T) which is 

appropriate for the method such as the average 

pixel value of the figure 

Step 2: Segmented figure included onto an object and 

background pixels using T. R1 (background are) 

consists of the pixel with intensity value ≥T 

while R2 (object are) consists of the pixel with 

intensity <T 

Step 3: Calculate the average of every area, μ1 and μ2 for 

areas R1 and R2. 

Step 4: Calculate the new threshold value T as given in 

Eq. (4) 

Step 5: Repeat steps 2-4 using T until a new suitable 

threshold is achieved 
 

 1 2=1/ 2 +T μ μ  (4) 

 

In literature, a lot of thresholding methods have been 

published such as Sahoo who differentiate more than 20 

global threshold algorithms using even and shape 

measurement. Differences show Otsu separation class 

shows the best performances (Zaitoun and Aqel, 2015; 

Xie et al., 2019). On the other hand, change detection 

evaluation concludes that the Otsu algorithm has lower 

performance compared to other global methods (Gwet et al., 

2018) evaluated 4 global techniques and concluded that 
the Otsu method is the best method among all. Moreover, 

Fisher compares 15 methods and confirmed Otsu method 

is preferable in the processing figure (Wang et al., 2014). 

The Otsu method is used widely to change the grayscale 

figure to become a binary figure before the calculation of 

the optimum threshold is conducted to separate two classes 

until minimum compilation widening (intra-class variant). 
Otsu method looks for a threshold to minimize the 

intraclass variant as defined in Eq. (5) as a total variated 

variant from 2 classes (Gurung and Tamang, 2019): 

 
𝜎𝜔

2 (𝑡) = 𝜔1(𝑡)𝜎1
2(𝑡) + 𝜔2(𝑡)𝜎1

2(𝑡)  (5) 
 

The ω1 is a probability obtained from two separated 

classes using a threshold where t and 𝜎1
2 are a variant. Otsu 

shows that there is a minimum intra-class variant which is 

the same as the maximum inter-class variants as shown in 

Eq. (6): 

 

𝜎𝜔
2 (𝑡)𝜎2 -𝜎1

2(𝑡) = 𝜔1(𝑡)𝜔2(𝑡)[𝜇1 (𝑡) − 𝜇2(𝑡)]2  (6) 

 

This is stated in probability class ω i and significant 
class μ1 which could be renewed interactively. The 

algorithmic steps include: Calculate histogram and 

probability of every intensity-initialization of ω1 (0) dan 

μ1 (0)-follow all threshold values with t = 1 for maximum 

intensity. -renew ω1 (0) dan μ1 (0). Calculate the 

maximum (σ_b^2(t), suitable with the desired threshold). 

Histogram Processing 

Histogram processing is used in figure advancement 

and is useful in figure segmentation and comprehensive 

processing. Histogram only charted frequency where the 

grayscale level ranges from 0 (black) to 255 (white). 

Transferred or processed image has a color threshold or 

lack contrast (detail) that is able to help machine 

observation such as segmentation. Histogram evenness 

and specification (coordination) is a popular method to 

modify the histogram of a figure with better quality. 

Histogram Evenness 

Histogram evenness is a global technique where the 

pixel spectrum is widened (0-255). This upgrades the final 

figure for human observation and can be used to 

normalize brightness variation in understanding a figure. 

This process is averagely applicable to the original level 

of brightness (j) and new pixel level (k) as given in 

formula (7): 

 

=0
=

j

ii
k N IT  (7) 

 
where, calculating all pixels in a figure (by integrating 

histogram) with the same or lesser brightness, (j) and T 

indicate total pixels (Buchelly et al., 2016). On the other 

hand, histogram evenness is an operation used to get a 

new figure after histogram specification and modification. 
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Histogram Specification (Matching) 

Histogram matching is a method used to process a 

figure with two colors by using a histogram. 

The F2 cumulative distribution function is modified 

based on the histogram of F1 reference figures. Histogram 

calculation will be carried out on figures of F1 and F2 and 

the histogram will be modified accordingly. Then the F2 

figure will be matched according to the CDF of the 

reference figure (F2). The matching output histogram was 

obtained by matching the CDF of F2 and F1 by using the 

nearest value. Finally, the grayscale levels g1 and g2, as 

well as f1 (g1) = f2 (g2), were calculated as shown in Fig. 2. 

Figure 2 is an output from the histogram matching 

function M (g1) = g2 (Hongbo and Xia, 2014). 

Log Transformation 

General log transformation is (8): 

 

 = 1+S clog r   (8) 

 

where, c is a constant and assumes r ≥0. This 

transformation narrows the score of the grayscale level 

into an input figure to a wide output range and vice versa 

(Abdullah and Quteishat, 2015). 

Principal Rule of Transformation 

The principle rule of transformation has a general shape 

such as in (9) (Gómez-Aguilar and Atangana, 2018). 

 

 
2

=S C r +ε  (9)  

 

where, c and γ are positive constants and ε is an ignored 

offset because of display calibration. Therefore, s = c.r2 

where 0< γ <1 computes narrow ranges from dark input 

value to wider range from output value with inverted γ 

value that is more than 1. This shows that the principal 

rule of transformation is more flexible than log 

transformation. However, the log function is able to 

compress and convert the figure range into a bigger range 

within the pixel value. Since, the figure undergoes a 

variety of phases, printing and presentation of appropriate 

responses need to be adjusted with the exponential power 

rule, γ. These factors need to be modified till the 

responding power rule and gamma value is corrected 

according to the s = c.r^(1/y). 

Mask Processing 

In mask processing (Valero et al., 2016), the pixel value 

is taken from the original and surrounding pixel value. This 

operation is more expensive than average point processing, 

yet more reliable. Masker application in the output figure 

produces similar measurements to inputs. 

Smoothing Fil0074er (Low-Pass) 

Average filter or average is a simple method of figure 
smoothing, intuitive and easily included, that is reducing 

total intensity variant between one pixel and another. This 

is used to reduce noise in the figure. Generally, the 

average filter serves as a low-pass frequency filter and 

therefore, reduces the special intensity in the figure 

(Kejriwal and Singh, 2016). The compilation of the 

average filter replaces every pixel value in the figure using 

the average value from the neighbor including itself.  

This has omitted the pixel value that does not belong 

to the range. Average filtering is commonly known as 

convolution filter. Just like other convolutions, the base is 

on masks that represent the shape and surrounding 
measurement when the sample is calculated from the 

average. Mostly mask 33 m2 is used as in Fig. (3), though 

a bigger mask is used (e.g., 55, 77, 99...) the average 

still becomes complicated. In the figure, a small mask is 

able to give the same non-identical output after being used 

multiple times which has the same effect when used on a 

larger mask. Moreover, the mask element has to be 

positive and its measurement determines the smoothness. 

Therefore, the bigger the measurement of a frame the 

bigger the blurriness because the small object combines 

with the figure's background. 

The average mask coefficient is very important with 

invertedly weighted pixels as a distance function from the 

mask center. To reduce blurred figures during the process 
of evenness, the coefficient value is used as a function to 

increase the distance from the original point. The strategy 

used was averagely weighted based on higher center. 

Sharpening Filter (High-Pass) 

A sharpening filter is used to compress the smallest 

details in a figure (e.g., the Inversion effect from 

smoothing). High contrast points can be detected by 

computing intensity differences in the local area of a 

figure. Mask quality can be either positive or negative. If 
the mask is in the area of constant and late grayscale, the 

convolution output nears (Khorsheed, 2014). When 

grayscale variates quickly in a compilation, convolution 

output will increase in number. Generally, points form 

limits among different objects or background sections 

(e.g., sides). An example of a smoothing filter is the 

Laplacian filter defined in Eq. (10) as in the equation: 
 

   

   
 2

+1 -1
= - 4

+ +1 -1

f x , y + f x , y
Δ f f x, y

f x, y f x, y

 
 
  

 (10) 

 

This implementation could be imposed on all points 

(x, y) of the figure by combining all figures with spatial 

masker figures. Figure (4) shows an alternative definition 

from second digital derivatives that calculates diagonal 

features and is implemented on a mask in Fig. (4). 
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Figure (7) Laplacian filter mask with a derivative 

operator that sharpens up the figure but nullifies the 

constant area. Therefore, editing back original figure 

replaces the back grayscale level tone by using Eq. (11): 

 

     2= +g x,y f x,y c Δ f x,y    (11) 

 

where, f (x, y) is the input figure, g (x, y) is the output 

figure and c is 1 if the positive center mask coefficient or 

-1 if negative. 

Median Filter 

A general nonlinear operator used is a median, low-

pass specific filter. The median filter chooses the figure 

area (33, 55, 77, etc.), evaluates all pixel values and 

replaces the center pixel with the median value (Shrestha, 

2014). The median filter complicates convolution. If the 

considered range contains an even value, the median value 
will be used. Figure (5) illustrates how the median filter is 

calculated. A median filter is effective to remove noise 

impacts such as ‘Salt and pepper noise’ which is common 

in black and white pixels. 

Maximum Filter 

The maximum filter is defined as the maximum 

pixels in the local area of the figure. Maximum filter 

included on figures to remove noise and negative 

outliers (Sanders et al., 2017). For instance, a figure with 
5 pixels will be maximized into 145 pixels. 

Minimum Filter 

The minimum filter increased the dark value of a 

figure. Therefore, the darkest pixels were chosen to be 

new pixels on the center frame (Eyupoglu, 2017). For 

example, a figure with a middle pixel of 5 will be replaced 

with a minimum value of 100. 

 

 
 
Fig. 5: Cumulative distribution functions for reference and 

adjusted figure 

Range Filter 

A range filter is defined as the difference between the 
maximum and minimum pixel values. For example, a 
figure with 5 center pixels will be replaced with 45. 

Local threshold technique used with the figure that has 
background uneven brightness or complicated 
background such as a watermark that could be 
overlapped in a peace document if it has a global 

threshold. This is because the histogram of figures gives 
more than two peaks until complicates the global 
floating technique to separate objects from the 

background. In this case, local thresholding is the only 
solution. Local thresholding techniques are advanced in 
the literature, especially for specific applications and most 
of the time they do not perform well in different 

applications. The output exceeds the limit threshold or is 
reduced in terms of contrast and illumination. From the 
literature, few surveys have compared different thresholding 

techniques. Trier and Jain evaluated 11 methods of 
binarization based on adaptive local sustainability for 
performance (Ravi and Ashokkumar, 2017).  

These techniques were compared using the criteria of 

the OCR module in identifying handwriting from 
hydrography. In this evaluation, the Niblack method 

(Irviantina and Pardosi, 2016) is the best. This observation 
included for specific application of the hydro graphical 

figure by using the OCR system. However, as concluded 
by the author, if the figure used differs with different 

feature extraction and classification, then, this observation 
might be inaccurate and other methods can outperform the 

Niblack method (Granlund and Böhrnsen, 2017) black 
method calculates the threshold by shifting the frame 

across the figure and using local mean, μ and standard 
deviation, σ, for every median pixel of the frame. The 

threshold limit value for pixels in a fixed circle is an 
average linear function or circle standard deviation pixel 

with constant gradient T (x, y) that could be settled to 
separate objects. Thus, thresholding follows the Eq. (12): 
 

     , = , + ,T x y μ x y kσ x y  (12) 

 
Surrounding measurement should be small to consider 

local detail but at the same time large enough to compress 
noise. The k-value is used to arrange how many printed 
objects take part in a given object. There are a few 
methods that introduce a modification to the Niblack 
method such as Irviantina and Pardosi which suggest the 

best version of the Niblack method (Irviantina and 
Pardosi, 2016). Moreover, there are a lot of thresholding 
methods that is developed based on a different figure. For 
example, the local thresholding method developed by 
Boyat uses statistical texture features and MLP-NN to 
classify background and foreground. This was to 
characterize surrounding pixel value and property 
measurements such as smoothness, evenness and 
variability. The 5 features extracted from the 33 frame in 



Wydyanto Yanto et al. / American Journal of Applied Sciences 2024, Volume (21): 41.56 

DOI: 10.3844/ajassp.2024.41.56 

 

49 

this article are average frame pixel, average, standard 
variation, slanting and entropy. Features are extracted 
from every pixel in the figure and treated in MLP-NN to 
classify background (white) and foreground (black). The 
MLP-NN thresholding method improvises thresholding 
documents with poor illumination, complex background, 
or uneven background as could be found in the peace 

treaty. The MLP-NN threshold limit method is non-
application without specific and works widely. 

Noise Removal 

Advanced technology produced figure acquisition 
with an upgraded version. While modern technology 
enables noise, reduction related to electro-optic to an 
ignorable level, there are still a few noises that could not 

be reduced (Jundale and Hegadi, 2015). The figure 
obtained from the modern sensors can be contaminated 
with noise sources. Stochastic variants opposite 
deterministic distortion such as shade and less focussed 
were used as references. There is a lot of noise related to 
electronic capture or light sources such as the photon, 
thermal, electronic on-chip and quantization. Most noise 
can be removed with a capture sensor or CCD camera. 
Noise removal at pre-processing gives a substantial 
increase in reliability and stiffness from feature extraction 
and OCR system introduction. General manifestation 
from noise in binary figure takes the isolated pixels, salt 

and pepper, or speckle noise. Thus, the process of 
removing a type of noise called filling where every pixel 
isolated 'island' sand and pepper filled with 'ocean' around 
it (Barlas et al., 2014). Grayscale figures or median filters 
and low-pass filters such as average blur filters or 
Gaussian proved to remove isolated pixel noise. A 
Gaussian blur and average filter are the better choice to 
give a smooth texture to the figure. On the other hand, 
periodic noise that manifests itself as an explosion such as 
an impulse is obvious in the Fourier spectrum screened 
using notch filtering. Butterworth notch transfer function 
from sequence n, vu H given by Eq. (13): 
 

𝐻(𝜇, 𝑣) =
1

1[
𝐷2

𝐷1(𝜇,𝑣)𝐷2(𝜇,𝑣)
]
  (13) 

 
where:  
 

   

1/2
2

2

2 0 0, = - + - / 2 -
2

M
D μ ν μ - μ v N ν

  
  
   

 (14) 

 
And: 

 

   

1/2
2

2

2 0 0, = - + - / 2 -
2

M
D μ ν μ - μ v N ν

  
  
   

 (15) 

 
where, (μ0, υ0) and symmetry (-μ0, -υ0) is the notch location 

and D is the digits, Eqs. (14-15). Filter fixed with frequency 

length with the square center. 

Slanted Detection or Correction 

Due to input rotation and sensitivity, a lot of figure 

analysis methods have to undergo figure correction 

(Nilsson and Lindahl, 2016). Slanting detection 

techniques are roughly classified into proxy profile 

analysis, hough transformation, connected component, 

classification and line correlation technique. Adam and 

Paquet researched 25 different methods of detecting 

slanted documents. This includes hough transform 

analysis, proxy profile, feature point distribution and 

feature analysis with orientation sensitivity. The survey 

shows a large part of the technique reported a 0.1 accuracy 

level, proving a stronger requirement for further studies as 

well as focussing on verifying the strengths and weakness 

of individual algorithms. Thus, there is a new specific 

application as proposed by Sawant and Chougule (2015) 

with a gravitational baseline (Binmakhashen and 

Mahmoud, 2019). Hence, a slanted or correction 

technique is used on the figures. 

Page Segmentation 

After upgrading the figure, noise removal 

detection/slanting correction, the next step in mixed 

content figure or composite figure by page segmentation 

which separates halftone image, line and graphic. The 

attractive output should be figured with text. Therefore, 

page segmentation will be done by classifying the 

document into 3 categories namely top-down, bottom-up 

and hybrid. The top-down segmentation method divides 

the large region into smaller subregions. Segmentation 

will be stopped when the criteria are fulfilled and the end 

segmented background is obtained. On the other hand, the 

bottom-up method starts by classifying interested pixels 

and combining bigger blocks to become larger blocks or 

connected components as characters before grouped to 

form words, lines, or textual blocks. A hybrid method is a 

combination of a top-down and bottom-up strategy. Run-

length Smearing Algorithm is the favorite method of the 

top-down. This is used on a binary figure (setting 1 for the 

white pixel and 0 for the black pixel) by connecting both 

black pixels that are on the limit. This method included 

line-by-line or column-by-column and then both of the 

outputs were combined in OR logic before the smoothing 

threshold was used to produce the final segmentation. 

From the RLSA output, a black text block and figure 

will be produced. Finally, a statistic classifier is used to 

classify blocks (Medhat et al., 2014). A bottom-up 

algorithm is an X-Y recursive method also known as 

profile proxy cutting, with presented document 

assumption with a tree-shaped block and nested length 

square (Smitha et al., 2016) The X-Y recursive cutting 

resolves the documented figure to become a block set with 

square length, without detailing that does not define 



Wydyanto Yanto et al. / American Journal of Applied Sciences 2024, Volume (21): 41.56 

DOI: 10.3844/ajassp.2024.41.56 

 

50 

cuttings. On the other hand, the hybrid method is the 

Kruatrachue and Suthaphan segmentation approach 

involves a top-down extraction method with a block 

detection method and a multicolumn segmentation 

method (Angulo and Velasco-Forero, 2014). Block 

column-based segmentation extracts edge-to-edge 

algorithm modification by using 3232 frame pixels until 

paragraph characters can be obtained. Above are only a 

few examples and methods developed for document 

segmentation. Detection and slanted algorithms at the pre-

processing level are important to ensure performance 

(Alzoubi et al., 2023). At largely explained technique 

takes time and is not effective in document processing 

layouts with complicated geometry. Specifically, the top-

down approach can only process an average document 

that has a certain format or appropriate information. 

Failure to process documents with complicated geometric 

structures. This research targets the binary or grayscale 

figure with an even background (Karthick et al., 2019). A 

lot of figures are transferred from technical journals and 

magazines which have a certain format. Document 

segmentation on grayscale figures has complicated 

background or unevenness due to complications and 

figure threshing. Therefore, the main technique is directed 

for a specific application with a specific format which is 

prone to fail when the parameter is not suitable. Alginate 

uses local threshold MLP-NN to limit figures with even 

backgrounds and includes RLSA with modified 

parameters to classify mixed figures onto text, line, 

halftone figures and graphics (Sіnecen, 2016). 

Characters Segmentation 

Character segmentation is an important pre-processing 

step, especially in cursive scripts such as Arab, Urdu and 

other related characters (Lou et al., 2014). Therefore, 

there is a lot of advanced technology for character 

segmentation and most of them have a specific script that 

is dissimilar to other scripts. Though printed, handwritten 

documents still need character segmentation. For 

instance, Latin characters are easy to print after 

segmentation of histogram profiles horizontally and 

vertically. However, small and serif fonts can introduce 

touch that could complicate the next steps further. 

Normalization of Figure Measurement 

Character segmentation prepares isolated characters 

for the feature extraction phase (Medjahed, 2015). 

Consequently, normalized and measured isolated 

characters were determined empirically or 

experimentally. This depends on the application, feature 

extraction and classification techniques. Then, extracted 

characters are treated with the same measurement to 

ensure the evenness of the data (Roynard et al., 2019). 

Morphological Processing 

Segmentation of output causes loss of pixels and 

produces holes in a section of a figure; exhibited by holes 

present in characters where few pixels are removed up to 

the threshold (Savitha et al., 2014). Larger holes will 

separate the characters into two or more. On the other hand, 

inversion is also possible as segmentation can combine 

together with separated objects and complicate character 

separation; interpretation is complicated when it involves 

solid objects. However, this problem can be overcome by 

morphological filtering. The techniques used include 

erosion and widening, opening and closing, deciphering, 

depletion and skeletonization which are only applicable to 

binary figures (Raid et al., 2014; Louis, 2016). 

Erosion and Dilation 

Erosion and dilation are morphological operations that 

will add to and reduce the measurement of an object and 

are very important at the pre-processing level (Nayak et al., 

2015). Erosion will make objects look smaller by 

removing and eroding side pixels; However, widening 

makes larger objects by adding side pixels (Chatbri et al., 

2016). There are two general techniques for erosion or 

widening i.e., threshold technique and closing. The 

threshold observes a nearby pixel and changes its status if 

the total nearby different pixels exceed a threshold. The 

baseline is if the total null pixel around the ranging pixel 

exceeds a threshold parameter and the pixel is fixed to 

null. Figures (6-7) shows erosion square output by using 

three threshold values (Alaei et al., 2016). 
 

 
 
Fig. 6: Shows the 33 average filter used in the average 

weighted filter 
 

 
(a) 

 

 Average filter 
 
Average weighted filter 

 1/16 1/9 
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(b) 

 
Fig. 7: (a) Figure inputs; (b) Filtered figure uses median filters 

which exhibit only center pixels. Pixel values sorted 
from the shaded area are: (100, 115, 119, 120, 121, 122, 
125, 134 dan 145), giving median value 121 on the 
output figure 

 

The widening process shows erosion inversion. This 

calculates the pixel value next to null pixels. If the 

calculation exceeds threshold parameters, null pixels are 

adjusted to the pixel value. Widening on Fig. (8) uses two 

threshold values. 

Figure (9) widening output (a) Internal (b) Using 2 

thresholds. 

Masking techniques use an n  n array (33, 55, 

etc.). The 1 s and 0 s on the output figure erode and 

widen inputs. Using masks, erosion direction or 

widening can be managed. Some widely used square 

maskers are 33, 55, 77, etc., while others are still 

usable (Wick and Puppe, 2018; Nguyen and Nakagawa, 

2016). Mask measured 33 from the different 

directions are shown. 

This adjusts the next mask on the figure until the 

middle array is null. If one of the 1 s coefficients in the 

overlapping mask is shared with the white pixel (255) on 

the figure, then the value will be adjusted to null. 

Vertical mask erosion removes the upper and borderline 

from an object, horizontal mask removes the left and 

right column while horizontal-vertical mask removes 

pixels from all angles. To conclude, widening causes 

objects to grow in measurement because every pixel 

value with maximum value with frame n  n around 

pixels. The process can be repeated to create larger 

effects. However, the erosion works the same way 

except the object is reduced because every pixel is 

replaced with a minimum value with an n  n frame 

around the pixel (Zhang et al., 2018). 

Opening and Closing 

Opening and closing are morphological operators 
originating from the base erosion operator and dilation 

that are used in the binary figure. Base effects of opening 

such as erosion more prone to remove the front pixel from 

a side area of a background pixel. In general, this is less 

damaging than erosion. In so many cases, closing is 

similar to widening because prone to the widening of the 

limit of the background area in the figure but less 

damaging original form limit. Opening nearby object 

space, releasing touching objects and widening holes in 

an object. Figure (8) shows 2 objects combined by a thread; 

an opening is used to remove the thread and separate the 2 

objects. Therefore, by eroding the object two times, the 
thread is removed. In this issue, widening will enlarge the 

2 objects to return to the original measurement but will not 

repeat threads (Sultan et al., 2017). 

Opening can widen the desirable hole in an object; and 

involve one or more erosion followed by a widening 

process. Closing combines the covering of a spoilt object 

and an undesirable hole. Figure (9) shows two objects that 

should combine to form a line and Fig. (10) shows how 

holes have been covered in an object. 

Opening and closing operators work well but can 

produce undesirable output by combining objects that 
could not be combined while opening can widen the hole 

and cause the picture to break. The answers involve 

specific opening and closing to avoid problems. For 

additional information refer to (Babin et al., 2018; Babu 

and Sunitha, 2011). 
 

 
 
Fig. 8: Output erosion of long square using 3 thresholds 

 

 
 
Fig. 9: Widening output; (a) Internal (b) Using 2 thresholds 
 

 
 
Fig. 10: Shows widening output by using horizontal masks 
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Outline 

The outline is a type of edge detection that is only 
functional for binary figures yet able to produce more 
reliable figures than a regular edge detector. Deciphering 
binary figures is easy with erosion and widening (Jayasree 
and Narayanan, 2015). Deciphering an object internally, 
as well as scraping objects will reduce the originally 
scraped in Fig. (11). Figure (12) shows the effect of 
deciphering objects externally and reducing the original 
figure by figure widening. An exterior outline is 
understandable where it widens an object by increasing 
the pixel value and reducing inputs from larger objects. 

Depleting and Skeletonization 

Skeletonization is a process of reducing background 
area in binary figures which largely affects upgrading and 
original connectivity area by removing background 

pixels. The frame is used as a bitangent curve location 
which makes a desirable background area of 
consideration which could be illustrated in the form of the 
long straight. There are two base techniques used to 
produce object frames: Base depletion and average bar 
transformation. Depletion is a morphological operation 
used to eliminate background pixels, chosen from binary 
figures such as erosion and opening.  

Depletion is a process of data reduction that erodes an 
object till becoming one pixel, producing an object 
framework that is able to recognize object-like characters. 
Figure (13) shows the depletion of character E to produce 

thinner characters. Depletion will be installed on binary 
figures to produce output binary figures. Depletion erodes 
objects multiple times (without breaking them) until their 
width is 1 pixel. On the other hand, average bar 
transformation centralized all points of an object to form 
a center line. 
 

 
 
Fig. 11: Widening output; (a) Using horizontal mask; (b) 

Erosion mask are inversion from widening 
 

 
 
Fig. 12: Output after undesirable hole covering on the object to 

form a line 

 
 
Fig. 13: Output of undesirable hole covering on object 

 

Centre bar transformation is similar to Euclidean 

distance measurement where minimal distancing is used 

to evaluate the internal and external points of an object. 

This is clear when a figure contains a different object with 

various brightness among the area of a picture. Hence, 

appropriate brightness needs to be selected either 

manually or automatically. 

Conclusion 

A character identification system was introduced as a 

pre-processing technique using figured documents. These 

are important for future online character identification 

used on cellular, video-based-text extraction, peace treaty 

information extraction and historical document 

processing. The aim of the observation was to ensure the 

accuracy and efficacy of information extraction in real 

time. There are a lot of methods and techniques were 

developed, but a few problems still occur. Thus, a serious 

solution is vital. Most of the available pre-processing 

techniques are application-specific and not compatible 

with other applications. So, this gives the idea that every 

technique of pre-processing differs according to the 

quality of figures. Manipulation or advancement 

techniques are not compulsory for the entire figure since 

not all parts of the figure have noise or contrast variation. 

Therefore, advancing only part of the original figure will 

be more influential in many situations since a figure that 

contains different objects may have different brightness 

levels regardless of automatic or manual search of local 

details. In conclusion, pre-processing is an important level 

in analyzing the accuracy of automatic documents. 
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