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Abstract: Most graphical password systems on smart phones do not 
consider the needs of blind and visually impaired users. The main objective 
of this paper is to propose a new graphical authentication system which 
combines the usability of the graphical password with the security of the 
textual password and allows all types of users, including the blind and 
visually impaired users to use the same authentication system on a 
smartphone without any extra costs for special hardware. 84.6% of those 
surveyed would recommend BlindLogin to their friends. 46.2% of the 
respondents also found the BlindLogin password to be easier to remember 
than the regular textual password. BlindLogin is a viable alternative as a 
universal graphical password authentication system. 
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Introduction 

Authentication systems are basically categorized 
into three types: Knowledge-based (something you 
know), token-based (something you own) and 
biometric-based (something you are). Of the three, 
knowledge-based authentication systems are the most 
frequently used and the most common knowledge-
based authentication system is the textual password. 
However, in 1996, a new branch of knowledge-based 
passwords known as graphical passwords were 
introduced by Blonder (1996). Thorpe and van Oorschot 
(2004) states that people have better recall for objects, 
followed by pictures and finally words. 

Narender et al. (2010) noted that textual passwords 
which are long and randomly formed are hard to 
remember. Therefore, users go around this situation by 
choosing simple easy to remember and insecure words 
like names and dictionary words or write down their 
passwords on sticky notes and place them in an easily 
accessible location like on the computer monitor. 
Graphical passwords are more suitable for keyboard less 
systems like smartphones and can be used to overcome 
weaknesses of textual passwords like brute-force attacks 
and key-logging attacks (Kimwele et al., 2009). 

To date, there are more than 90 different types of 
graphical passwords and they can be broadly categorized 
as Recognition-based graphical passwords, Recall-based 
graphical passwords, Recognition-Recall based hybrid 

passwords and Textual-Graphical hybrid passwords 
(Ho et al., 2015). Recognition-based graphical 
passwords are also known as Searchmetric or Cognometric 
passwords. Recall-based graphical passwords can be 
subcategorized as Cued Recall (Iconmetric) Passwords and 
Pure Recall (Drawmetric) passwords, Cued Recall 
(Iconmentric) passwords can be subcategorized as 
Locimetric and Psychometric passwords. The detailed 
taxonomy and references for all these graphical password 
systems can be found in Ho et al. (2015). 

So far, all these systems do not consider the needs of 
blind and visually impaired users. For a system to be 
truly usable, the system must be able to be used 
universally by all kinds of users regardless of their 
background and accessibility capabilities. Our proposal 
is to introduce a graphical password system which is 
almost as secure as the regular textual password system 
but is more usable than the existing graphical password 
systems in a sense that it will be usable to blind and 
visually impaired users as well as regular sighted users. 

According to Boyd et al. (1990), blind activists have 
raised the issue that screen readers are not equipped to 
meet the rapids changes of modern GUI interfaces for 
the sighted community as most software applications 
have been designed for the sighted community without 
considering the needs of the blind and visually-impaired 
communities (Edwards et al., 1994; Griffeth, 1996). The 
virtual keyboards on smartphones are not practical for 
blind and visually-impaired users as they require 
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accuracy and point relocation while entering a character 
(Yfantidis, 2005). Furthermore, most smartphones in the 
market do not support braille and special hardware is 
needed to support braille on a smartphone. To reduce 
costs, a more universal method of input is needed to 
allow both the sighted and visually-impaired or blind 
users to enter their passwords on the same interface as 
the rest of the world. This would contribute towards 
integrating the visually impaired to regular society so 
they will not feel so left-out and left-behind. 

The objectives of this project is to propose a new 
graphical authentication system which is more usable to 
include blind and visually-impaired users and secure 
compared to existing ones and to implement and 
evaluate the proposed system using the UDS model. This 
paper is the initial pilot study. 

Related Work  

Grussenmeyer and Folmer (2017) did a 
comprehensive survey on touchscreen technologies for 
the visually impaired. Several virtual keyboard interfaces 
have been proposed to support both the blind or visually-
impaired users as well as sighted users.  

Venolia and Neiberg (1994) introduced the T-Cube, a 
virtual keyboard which contains pie menus in eight 
directions. This was followed by Cirrin which was 
introduced by Mankoff and Abowd (1998). Cirrin 
consists of a circular keyboard with alphabets arranged 
by simulated annealing and is controlled by a unigesture 
selection. Unigesture was introduced by Sazawal et al. 
(2002). This method requires the user to tilt the screen in 
any of the seven directions and return the screen to the 
center in order to select an alphabet in that area. There 
are two types of layouts: Clustered layout and spread-out 
layout. Nesbat (2003) introduced MessagEase. This 
method requires a user to tap the button which contains 
the group of characters with the required character 
followed by the neighbouring button in the direction of 
the required character. Both Jhaveri (2003) and Isokoski 
(2004) introduced a similar type of virtual keyboard. The 
2CPS-TWO characters Per Stroke (Jhaveri, 2003) or also 
known as the Menu Augmented Soft Keyboard 
(Isokoski, 2004), is a Qwerty keyboard with a submenu 
with the most frequently used characters.  

Perlin (2005) proposed Quickwriting where the user 
selects a character by using a stylus to drag towards the 
zone contain a group of characters with the desired 
character. There are four menus: lowercase, capital, 
punctuation and numeric. Sánchez and Aguayo (2006) 
proposed a virtual keyboard for mobile messenger with 
support for the blind and Yfantidis and Evreinov (2006) 
proposed an adaptive blind interaction technique for 
touchscreens. In Virtual Keyboard for Mobile Messenger 
for the Blind (Sánchez and Aguayo, 2006), a character is 
selected by pressing a button several times until the 

desired character is selected. In Adaptive blind interaction 
technique touchscreens (Yfantidis and Evreinov, 2006), 
the three menus are displayed in sequence after an 
interval and a character is selected by touching the 
screen in a circular motion and lifting the finger at the 
desired character. Guerreiro et al. (2008) introduced 
NavTap and NavTouch (Guerreiro et al., 2009) while 
Lucas et al. (2010) introduced another variation of the 
method called NavTilt.  

Bonner et al. (2010) proposed No-Look Notes (Fig. 
1) which contains a pie menu with groups of alphabets 
and a submenu with three characters. Li et al. (2011) 
proposed a 1 Line keyboard which contains the sequence of 
a Qwerty keyboard in a single line of keys. Azenkot et al. 
(2012a) introduced PassChords, a multi-touch 
authentication system for the blind. It is based on finger 
taps. Oulasvirta et al. (2013) proposed a two thumb mobile 
touchscreen layout which splits the keyboard into two parts, 
called KALQ. MTITK (Buzzi et al., 2014) uses the normal 
layout of a numeric keypad with multitouch, speech, 
vibrations and audio to represent and select characters. 

Alnfiai and Sampalli (2016) tabled a summary of Braille 
keyboard features. Jayant et al., 2010 ; Mascetti et al., 
2011 ; Azenkot et al., 2012b ; Southern et al., 2012 ; 
Xiong and Sanford, 2013 ; Façanha et al., 2014 ; 
Šepić et al., 2015; Alnfiai and Sampalli, 2016) 
proposed virtual keyboards based on the six dot Braille 
layout. Mattheiss et al. (2015) introduced an 8 dot Braille 
layout which includes special characters. Jayant et al. 
(2010) divides the screen into 6 areas to represent the 6 
dots of the Braille alphabet and uses different haptic 
vibrations to differentiate between the areas tapped. 
Mascetti et al. (2011) introduced TypeInBraille which 
detects braille characters by touching the correct dot 
sequence in a series of six dots (2 columns by 3 rows). 
Azenkot et al. (2012a) proposed Perkinput which is a 
Braille based virtual keyboard which uses the Input 
Finger Detection (IFD) technology to detect the position 
of fingers touching the screen following the sequence 
found in a Perkins Brailler machine. Southern et al. 
(2012) introduced Braille Touch, Xiong and Sanford 
(2013) introduced SlideType and Façanha et al. (2014) 
proposed LeBraille (which contains raised buttons), 
which support the Braille six dots layout. Šepić et al. 
(2015) proposed BrailleEasy, a one-handed Braille 
keyboard. Alnfiai and Sampalli (2016) proposed the 
SingleTapBraille keyboard. It accepts single-handed taps 
according to the sequence of Braille dots anywhere on 
the screen. The system will evaluate the relationship 
between the dots and read out the character using Text-
To-Speech software. 

Proposed Solution 

Among all the graphical password systems surveyed, 
there is almost no support at all for blind and visually 
impaired users. In fact, most software are designed for 
sighted users and require visually impaired users to 
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adjust to the interface which is not friendly to blind users 
(Edwards et al., 1994; Griffeth, 1996). According to 
Yfantidis (2005), most virtual keyboards are not useful 
to the blind and visually impaired because they require 
accuracy and point relocation to enter each character.  

We propose BlindLogin (Fig. 2), a reasonably secure 
graphical password system which is universally more 
usable because it supports the blind and visually impaired 
users as it works well with TalkBack, an Accessibility 
software option in the Android smartphone. As 
touchscreens in mobile phones lack the tactile feedback 
most blind users are used to (Oliveira et al., 2011), 
BlindLogin supports both haptic and sound tactons as 
secondary feedback cues for the blind and visually 
impaired when logging into the system. These tactons 
aid new users to reduce errors and help the new users to 
memorize the layout and features of the new system 
(Yfantidis and Evreinov, 2006). The visually impaired 
user can then use the features of a black screen and 
maneuver according to the location. Pie menus are better 
than linear menus (Callahan et al., 1988) because users 
have a tendency to remember angle directions easier than 
serial positions found in normal pull down menus 
(Yfantidis, 2005). This system is an improved version of 
No-Look-Notes (Bonner et al., 2010). Blind users are 
used to the clock interface because learning is frequently 
done based on the clock face like the order of food 
located on a plate. Therefore, the clock face is a common 
way for blind users to understand space and to locate 
objects (Kamel and Landay, 2002). The RBS (2005) also 
advises people to use the clock face in order to 
communicate directions to blind people. Kane et al. 
(2011) also discovered that the visually impaired 
preferred using corners and edges of the touch screen as 
a guideline in navigating to specific locations. 

The graphics are categorized in the first screen 
according to groups like fruits, toys, sports, clothes, 
masonry, military, gardening tools and plumbing tools 
to aid the sighted and visually impaired to remember 
their chosen password. The graphics are chosen 
according to categories in order to aid memorization of 
the graphical password. Each category is different from 
the other so that the user can remember his or her 
graphical password by creating a story to remember the 
sequence of pictures. When a visually impaired user 
using TalkBack and headphones selects a category, the 
system vibrates and reads out the group of alphabets, 
number and symbol related to it as well as the category 
label when the blind user slides his finger over each 
button. Once the user enters the category by double 
tapping the chosen category, another menu appears 
with five characters or objects to choose from.  

The user can navigate around the screen and each button 
will vibrate and with Talkback enabled, the system will also 
pronounce that character and the type of object. Then, the 
user can select the desired character or object by double 
tapping the character. The user can repeat this as many 
times as he or she desires to form a more secure password. 

There is also a navigation menu which contains four 
options: “delete the last character”, “submit”, “delete 
all” and “type again and exit”. This system however, 
can also be silent when Talkback is disabled to 
facilitate its use by sighted users. So, the system is 
supported by Talkback only for the visually-impaired and 
blind users. The colorful objects can help the partially blind 
in selecting and recognizing objects better. This 
system is very versatile because it gives the user the 
option of remembering their password based on based 
on graphical objects, alphanumeric characters, 
clockface location (Kamel and Landay, 2002; RBS, 
2005) or corners and edges (Kane et al., 2011) so it is 
more user-friendly and usable by all types of users 
regardless of their visual capabilities. 

The password which is keyed in, is hashed with MD5 
hash algorithm. The stored password would produce a 
128-bit (16-byte) hash value, typically expressed in text 
format as a 32 digit hexadecimal number. The character 
set consists of 40 characters in total (26 lowercase letters 
+10 digits +4 special characters). 

The recommended minimum password length in the 
app is 10 characters or 10 objects. The password space is 
4010 = 10485760000000000 combinations. The 
probability of guessing the password correctly is: 
 

10 171
( ) 9.537 10
40

−

= ×  

 
 A dictionary attack and a brute force attack were 

done on the system to test the security of a 10 character 
or 10 object password using this system. The dictionary 
attack was attempted with a weak password using the 
UNIQPASS wordlist of 2,151,220 unique ASCII 
passwords. This method works only with relatively weak 
passwords, passwords that consist of common, 
meaningful words or names or letters or a combination 
of them. It takes about 5 min and 11 sec to test a 
password against all entries of the wordlist. However, we 
also use the mangling rules where for every word in the 
dictionary, 50 other words are derived. In this case, the 
time necessary to exhaust all possible words is roughly 
51 times, which is about 4 h 24 min and 21 sec. The 
benchmarking test using John the Ripper for the brute 
force attack yielded the system cracking capacity, which 
is 6900 combinations per second. Given the password 
complexity, we can calculate how many combinations 
are needed to be tried in order to crack a password. The 
minimum password length is 10 and the charset is 40 
characters. Therefore, 4010 = 10485760000000000 
combinations. Therefore, the amount of time needed to 
brute-force a password using this system is: 
 
10485760000000000combinations

1519675362318.84seconds
combinations

6900
second

48188.59years

=

=
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Table 1. Summary of results according to the UDS model 
  Better than   Worse than 
 UDS criteria textual password Neutral textual password 

Usability Memorywise-effortless 46.20% 30.80% 23.10% 
 Scalable-for-users 30.80% 38.50% 30.50% 
 Nothing-to-carry Nothing to carry -84.6%  
  Need to carry many things-15.4% 
 Physically-effortless 46.20% 23.10% 30.80% 
 Easy-to-learn 30.80% 30.80% 38.50% 
 Efficient-to-use 46.20% 38.50% 15.40% 
 Infrequent-errors 15.40% 30.80% 53.90% 
 Easy-recovery-from-loss 15.40% 38.50% 46.20% 
Deployability Accessible 15.40% 53.80% 30.80% 
 Negligible-cost-per-user 30.80% 53.80% 15.40% 
 Server-compatible 38.50% 46.20% 15.40% 
 Browser-compatible 38.50% 46.20% 15.40% 
 Mature 15.40% 0% 84.60% 
 Non-proprietary 84.60% 0% 15.40% 
Security Resilient-to physical-observation 53.90% 15.40% 30.80% 
 Resilient-to-targeted-impersonation 53.90% 23.10% 23.10% 
 Resilient-to-throttled-guessing 46.20% 46.2 7.70% 
 Resilient-to-unthrottled-guessing 38.50% 7.70% 53.90% 
 Resilient-to-internal-observation 38.50% 46.20% 15.40% 
 Resilient-to-leaks-from-other-verifiers 30.80% 61.50% 7.70% 
 Resilient-to-phishing 61.60% 23.10% 15.40% 
 Resilient-to-theft 53.90% 23.10% 23.10% 
 No-trusted-third-party No trusted third party -69.2%          
  trusted third party required -30.8% 
   Yes Don't know No 
 Requiring-explicit-consent 76.90% 7.70% 15.40% 
 Unlinkable 53.80% 15.40% 30.80% 

 
Evaluation 

A pilot test user study of 25 questions was conducted 
on 13 blind and visually impaired users with various 
levels of visual impairment (61.5% totally blind and 
38.5% partially blind) between the ages of 29-68 (84.6% 
male and 15.4% female) based on the Usability-
Deployability-Security (UDS) Model proposed by 
Bonneau et al. (2012). Table 1 above shows a summary 
of results obtained according to the UDS Model. 

Discussion 

About 38.5% felt that the system was not so easy to 
learn and 53.9% made quite a number of errors because 
the system was new to them and they were unfamiliar 
with it. Each participant took about an average of half an 
hour to undergo training and was allowed to only try 
the system once during the training. In addition, 
46.20% felt that their graphical password was not easy 
to recover in the case of a loss because the system did 
not have any provision for lost passwords as yet. The 
majority (53.8%) felt unsure if the system is accessible 
or not because they do not have much experience using 
it. However, 46.2% felt that the proposed system was 
easy to use (memorywise-effortless and physically-
effortless) and efficient to use. 

According to the results of the survey, the majority 
also felt that the proposed system is generally secure. 
Generally, most of the users were unsure of the deploy 

ability of the graphical system because they are not very 
savvy with computers. About 84.6% were unfamiliar 
with the system and felt that the system is not mature yet 
because it is new and they did not have any experience 
using this proposed system. However, about 84.6% felt 
that the system should be non-proprietary and available 
for free to everyone. 

The survey was done on each criteria based on a 
Likert scale with 1 being “Easier than textual 
Passwords”, 3 being the “Same as textual passwords” 
and 5 being “Harder than textual passwords”. A 
summary of some of the results are shown in Fig. 3. 

From the usability standpoint, most of the 
respondents (84.6%) would recommend BlindLogin to 
their friends. 46.2% of the respondents also found the 
BlindLogin password to be easier to remember than 
the regular textual password. All of the respondents 
felt that the time taken for authentication and setting 
up of a BlindLogin password was short (less than 5 
minutes). As for the security perspective, most of the 
respondents (53.9%) felt that it was much harder to 
guess the BlindLogin password if you have the 
knowledge and personal details of the user as 
compared to the traditional textual password. About 
46.2% felt that it is harder to guess the BlindLogin 
password if the number of guesses is limited and 61.6% 
felt that it would be harder to get the Blindlogin 
password by pretending to be a trustworthy website as 
compared to the traditional textual password.  



Yean Li Ho et al. / American Journal of Applied Sciences 2017, 14 (5): 551.559 

DOI: 10.3844/ajassp.2017.551.559 

 

555 

 
 

Fig. 1. No-look notes (Bonner et al., 2010) 
 

 
 

Fig. 2. BlindLogin interfaces 
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    Fig. 3. Summary of selected results from the survey 
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Conclusion 

We introduce BlindLogin as a proof of concept to 
show that graphical passwords can also be used to 
support not only sighted users but also the blind and 
visually impaired users with the aid of screen readers 
like Talkback as well as haptic feedback like vibrations 
for every selection. BlindLogin is a viable system to be 
used as a universal interface for password systems on a 
mobile platform. Its graphical features enable the user to 
remember the graphical password better with the 
creation of a story based on the categories of objects. 
This feature combined with the clock face location of 
the graphics, corners and edges makes the system 
more usable for both sighted users as well as the 
visually impaired while maintaining the security of 
the password as described above. The results of the 
user study shows that the proposed graphical system 
is generally acceptable to the visually impaired users 
in terms of usability and security. In terms of 
deployability, most of the respondents were unsure 
because they were not computer savvy. 

Future Enhancement 

Future works will include some modifications to 
be made to the system based on feedback received 
from the pilot study and a new more complete study 
will be carried out with a larger set of respondents to 
obtain more accurate results. An additional feature to 
support a black or blank screen when the system is 
used by the visually impaired will be implemented to 
improve security of the system for use by the visually-
impaired and blind users. Thus the blind and visually 
impaired users who are familiar with the location of 
the buttons and objects will be able to use the system 
without worrying about passers-by observing their 
input and this will also eliminate the shoulder-surfing 
problem for the blind and visually impaired users. The 
blind and visually impaired users can use the 
additional features of Talkback to accompany the 
system with headphones in order to receive verbal 
feedback when using the system. Sighted users 
however, will not need to use Talkback and this 
accessibility feature may be disabled for sighted users. 
Feedback will be collected from the visually impaired, 
the blind as well as sighted users to obtain more 
comprehensive results. 
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