Cyclic Instability of Shape-Memory Alloys in Seismic Isolation Systems
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Abstract: Shape-memory alloys are being progressively introduced as kernel components in seismic retrofitting devices for civil engineering structures. In order to control the instability associated with the first mechanical cycles, a training procedure is usually implemented, which stabilizes the superelastic behavior of the alloy. This paper addresses the characterization of the cyclic behavior of an austenitic NiTi alloy with emphasis on the definition of the instability functions associated with the cumulative residual strain and the variation of the critical stress needed to induce martensite. A wide set of experimental tensile tests are performed to study the influence of strain-rate and ambient temperature on the material coefficients controlling the described functions. A numerical model for shape-memory alloys is presented, which is able to simulate the instability phenomena associated with superelastic cycling in NiTi wires. It is shown that prior stabilization by initial training may not be advantageous, since it is during the first cycles that the alloy shows greater energy dissipation capabilities.
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Introduction

Shape-Memory Alloys (SMAs) are a unique class of metallic alloys that exhibit the ability to develop a diffusionless phase transformation in solids called martensitic transformation. This enables the material to recover from large cyclic deformations (up to \( \approx 8\% \)) while developing a hysteretic loop, in a process which is usually called superelasticity. This process is translated into the ability of the material to dissipate energy. Due to their high inherent damping, repeatable re-centering capabilities and relatively high strength properties, SMAs have been progressively introduced in new technological applications related with energy dissipation in civil engineering structures. Most of the applications reported in the literature are related to the seismic resistance enhancement of cultural heritage structures (Croci, 2001; Indirli et al., 2001) and to a wide range of vibration control devices, like bracing systems (Boroschek et al., 2007; Dolce et al., 2005; Zhang and Zhu, 2008; McCormick et al., 2006), base isolation systems (Shook et al., 2008; Corbi, 2003; Wilde et al., 2000), structural connections (Ocel et al., 2004; Tamai et al., 2004) and bridge hinge restraining systems (Johnson et al., 2008; Padgett et al., 2010; Andrews and DesRoches, 2007; DesRoches and Delenont, 2002). Although several studies have clearly demonstrated the vast potential of SMAs in vibration control, a set of undesirable effects, affecting SMAs, have an adverse impact on the performances of seismic devices based on superelastic kernel components. These effects comprise the high dependence of these materials on strain-rate, strain-amplitude, ambient temperature, time-dependent effects like stress-relaxation and strain-creep and instability due to cyclic loading (Otsuka and Wayman, 1998; Dolce and Cardone, 2001; Patoor et al., 2006; Piedboeuf and Gauvin, 1998; Vitiello et al., 2005; Montecinos et al., 2005; Beltran et al., 2011).

Cyclic loading is known to influence the superelastic behavior of SMAs in general and NiTi in particular (Saint-Sulpice et al., 2009). According to experimental observations made by several authors (Tobushi et al., 1991; Kan, 2009), the superelastic hysteresis is shifted to the larger strain side and to the lower stress side, with increasing number of cycles, before its full stabilization (Torra et al., 2007). Although this change is significant in
the early cycles, it becomes less important after about 100 cycles (Nemat-Nasser and Wei-Guo, 2006). This causes the net strain produced by a given structural oscillation to be reduced, decreasing the energy dissipation capabilities of the material (Nemat-Nasser and Wei-Guo, 2006).

The key parameters defining the cyclic instability of the superelastic hysteresis are the cumulative residual strain, $\varepsilon_p$, and the variation of the critical stress needed to induce martensite, $\Delta \sigma$. These parameters are illustrated in Fig. 1.

The process of cumulative residual strain is explained by the accumulation of deformations by dislocations slip during stress induced transformation, resulting in residual strains, which increase during the first cycles and tend to stabilize with saturation. The dislocations induce internal stresses that can assist the formation of stress induced martensite and, as a consequence, decrease the critical stress needed to induce martensite (Moumni et al., 2005). Conversely, the level of the reverse transformation stresses changes very little. As a consequence, the width of the hysteresis loop is significantly reduced upon cycling (Isalgue et al., 2008). As the number of cycles continue to grow the density of dislocations increases within the crystal structure. These dislocations obstruct the formation of martensite in a way similar to strain hardening in plasticity. As a consequence, the slope of the stress-strain curve increases during loading (Moumni et al., 2005).

Cumulative residual strain in NiTi is related to dislocations and other lattice defects, generated at high stress during the preceding loading cycle (Moumni et al., 2005; Miyazaki et al., 1986) and due to the repeated motion of the parent-martensite interface (Otsuka and Wayman, 1998), depending on the test and processing temperatures (Nemat-Nasser and Wei-Guo, 2006; Wolons et al., 1998). Cycling at higher strain rates has been found to increase the cumulative residual strain and to cause a more rapid decline of the critical stress for martensite formation (Nemat-Nasser and Wei-Guo, 2006; Strnad et al., 1995). It has also been shown that with the same number of cycles, the residual strain increases with strain amplitude (Wang et al., 2008; Wolons et al., 1998).

The stability of the superelastic behavior may be improved by raising the critical stress for slip. Thermomechanical heat treatments aimed to stabilize the superelastic behavior of NiTi have been found effective (Miyazaki et al., 1986), minimizing cumulative residual strain and avoiding the modification of the hysteretic cycle. A thermal heat treatment promoting grain growth in CuAlBe wires has allowed to develop a strain close to 4.5% without cumulative residual strain on cycling (Sepulveda et al., 2007). In practice, SMAs are repeatedly deformed to obtain a stable superelastic behavior in a process that is usually called the “training process”. In general, repeated training results in smaller dissipated energy for SMAs (Nemat-Nasser and Wei-Guo, 2006; Strnad et al., 1995).

![Fig. 1: Key parameters defining the cyclic instability process ($\varepsilon_p$ and $\Delta \sigma$)](image)

Several constitutive-models for SMAs are available in the literature which take into account the instability effects due to cyclic loading. They usually result from modifications in existing phenomenological models, in which the cumulative residual strain and the transformation starting temperatures $M_s$ and $A_p$, under stress-free conditions, are described as functions of the number of cycles, $n$ (Sun and Rajapakse, 2003; Tobushi et al., 1992; Saint-Sulpice et al., 2009). These functions depend on material coefficients that are greatly affected by the composition and processing conditions of the material, as well as by the nature of the cyclic loading-unloading process itself. In these models, the complex cyclic behavior of SMAs is simplified by considering these coefficients as constants (Tobushi et al., 1992), generally obtained through the observation of experimental cyclic instability curves.

The present paper addresses the influence of strain-rate and ambient temperature on the material coefficients controlling the instability functions associated with the cycling loading of austenitic NiTi, providing an additional insight into the dynamic behavior of these alloys. The study comprises a set of experimental uniaxial tensile tests, performed under a prescribed range of ambient temperatures and strain-rates. This allows the definition of the material coefficients controlling the cyclic instability functions in terms of strain-rate and ambient temperature. A numerical implementation of a constitutive-model for SMAS, taking into account cumulative residual strain and the variation of the critical stress needed to induce martensite, is also presented. This model simulates the instability phenomena associated with superelastic cycling in NiTi wires, under a range of prescribed loading scenarios. This can be a very important tool in the design of vibration mitigation devices based on superelastic kernel components, namely in the seismic retrofitting of civil engineering structures.
Materials and Experimental Methods

NiTi alloys used in this study were obtained from Euroflex GmbH. Straight, oxide-free, austenitic wire samples, with a 2.40 mm diameter circular cross section were selected. The chemical composition of the alloy, according to the material specifications presented by the supplier, is Ni 54.5 wt.%Ti.

Tensile Tests

A series of uniaxial tensile tests were conducted on a Zwick/Roell Z050 electro-mechanical testing machine operating in axial strain control, equipped with a W91255 temperature controlled chamber, as shown in Fig. 2(a) and (b). The clamps and the extensometers used to measure the sample strains are show in Fig. 2(c). Two T-type thermocouples (Copper-Constantan), with a temperature reading range of -40 to 100°C, are used to monitor the temperature of the NiTi wires during cycling and the ambient temperature, connected to a National Instruments (NI) SCXI-1112 8-Channel Thermocouple Input Module. The thermo-couple is placed at the mid-section of the NiTi wires, as shown in Fig. 2(d). The length of the wire specimens, between the clamps, was kept at 120 mm and the strain introduced in the NiTi wires amounted to 6% of their initial length, corresponding to approximately the full extent of the martensitic transformation, in the superelastic range.

Experiments were conducted in both quasi-static and dynamic conditions for As-Received (AR) (Type-1) and previously stabilized NiTi specimens (Type-2). The stabilization process of the Type-2 wire specimens comprised a set of 100 successive load-unload cycles in a AR wire with a strain-rate of 0.083%/s, at ambient temperature (≈ 20°C). Type-1 specimens were used to study the instability phenomena due to cyclic loading under dynamic conditions, which are more interesting when studying the design of vibration mitigation devices based in superelastic components. The tests were performed under five different strain-rates, 0.10, 0.15, 0.20, 0.25 and 0.30%/s. For each strain-rate, 100 successive load-unload cycles were performed, at four ambient temperatures, 20, 30, 40 and 50°C.

Type-2 specimens were used to define the range of strain-rates that would be used in Type-1 specimens. The influence of strain-rate on the dissipation capabilities of the NiTi wires, expressed in terms of equivalent viscous damping ($\zeta_{eq} = 4\pi E S_0$, with $E$ being the energy dissipated per cycle and $S_0$ the maximum strain energy), during load-unload cycles was evaluated, together with the temperature variation of the specimens throughout the tests and corresponding heat transfer lag. The tests were performed at ambient temperature (≈ 20°C) under three different strain-rates, 0.01, 0.083 and 0.41 %/s. Type-2 specimens were also used to evaluate how eventual heat transfer lags, during consecutive load-unload cycles, would influence the evolution of the temperature within the NiTi specimens.

Differential Scanning Calorimetry

In order to characterize the phase transformation temperatures of Type-2 wire specimens, a Differential Scanning Calorimetry (DSC) test was performed, using a SETARAM-DSC92 thermal analyzer. The temperature program comprised a thermal cycle where the sample, tested AR, was heated up to 80°C, held at this temperature for 6 min and then cooled to -80°C, with heating and cooling rates of 7.5°C/min. Prior to the DSC experiment, the sample was submitted to a chemical etching (10 vol.% HF + 45 vol.% HNO$_3$ + 45 vol.% H$_2$O) in order to remove the oxide and the layer formed by the cutting operation. A
baseline analysis of the resulting curves from the DSC analysis allowed to identify the four transformation temperatures of the alloy, i.e., $M_f = -65 ^\circ C$, $M_s = -50 ^\circ C$, $A_s = -15 ^\circ C$ and $A_f = 7 ^\circ C$.

**Results and Discussion**

*Strain-Rate Variation in Stabilized NiTi Specimens*

When a body is at a different temperature than its surroundings, heat transfer occurs in such a way that the body and the surroundings reach a thermal equilibrium. Convection is usually the dominant form of heat transfer in liquids and gases. During the cyclic deformation of a SMA specimen, self-heating depends on the balance between the total generated energy (enthalpy of transformation and internal friction) and the dissipated energy by heat transfer. The rate of the dynamic loading clearly influences the temperature variation of a NiTi specimen during a dynamic loading. For quasi-static loading conditions, the heat exchanges between the material and its surrounding environment generates almost isothermal processes. When the rate of the dynamic loading increases, the total amount of generated energy per unit time increases accordingly. As the dissipation capacity of the thermo-mechanical system is limited by the heat convection mechanism, for fast dynamic cycling, the generated and the dissipated energy become unbalanced, causing the temperature of the specimen to change as well as the shape of the hysteretic loop. As the rate of the dynamic loading increases, the system behavior becomes closer to adiabatic (Vitiello *et al*., 2005). The results from the tensile tests in Type-2 specimens, regarding the strain-rate variation study, are presented in Fig. 3.

It is possible to observe that, when passing from quasi-static conditions to dynamic ones, important changes occur in the temperature time-history of the wires and in the shape of the corresponding hysteretic loops. For $\dot{\varepsilon} = 0.01%$/s, the temperature variation during the whole procedure is almost negligible, only amounting to approximately 2°C. At the end of the tensile test, there is no heat transfer lag and $\zeta_{eq}$ is approximatively 7%. As the strain-rate increases to 0.083%/s the temperature in the wire rapidly rises to 35°C, during loading. During unloading, there is a significant heat transfer lag, with the temperature of the wire reaching 15°C at the end of the mechanical cycle. Regarding the shape of the hysteric loop, both the loading and unloading plateaus become steeper than in the quasi-static situation, as $\zeta_{eq}$ rises to 8%. When the strain-rate further increases to 0.41%/s the temperature of the wire at the end of the loading process reaches 40°C. At the end of the unloading process, the temperature of the wire is 19°C. The maximum stress level of the hysteresis continues to rise, as the loading and unloading plateaus grow steeper and $\zeta_{eq}$ decreases to about 6%.

**Influence of Cycling Loading on the Temperature of Stabilized NiTi Specimens**

In Fig. 4 are presented the temperature time-histories for 20 consecutive load-unload cycles on Type-2 specimens. Analyzing the plots in Fig. 4, one can observe that during successive mechanical cycling, higher strain-rates cause both higher temperature variations and higher maximum temperatures in the NiTi specimen. For the tested strain-rates, the temperature of the wires follow the same general pattern, eventually stabilizing around a given value, which grows with the strain-rate. This means that within the proposed range of strain-rates the convective heat transfer process becomes rapidly balanced. This is quite important because if the temperature of the wire were to become unbounded with cycling, that would highly affect the instability phenomena under consideration. The proposed range of strain-rates is wide enough to significantly change the shape of the superelastic hysteresis, clearly affecting the energy dissipation capabilities of the material, while keeping the temperature within the NiTi wires bounded throughout the cycling process.

**Degradation Due to Cyclic Loading in as-Received NiTi Specimens**

The results obtained form the experimental cyclic tests in Type-1 specimens are represented as force-deformation diagrams in Fig. 5. Analyzing the graphs in Fig. 5, one can see that during the cyclic loading of the NiTi specimen, the starting point of the stress-strain diagrams tends to deviate, in a process of cumulative residual strain. One can also see that with cyclic loading, the critical stress to induce martensite decreases, whereas the maximum stress at the end of the forward transformation is not significantly influenced. As a consequence, the slope of the stress-strain curve, during the forward transformation, increases with cycling. Regarding the stress level associated with the reverse transformation, one does not observe significant variations related with cyclic loading. These changes in the mechanical hysteresis cause a significant reduction of the area of the hysteretic loop upon cycling. According to the obtained stress-strain graphs, strain-rate and ambient temperature influence the instability of the hysteresis during cycling. For all the cyclic tests reported in section 2, the cumulative residual strain and the critical stress to induce martensite are recorded and plotted in Fig. 6 and 7.
Fig. 3: (a) Temp. time-history ($\dot{e} = 0.01$/sec) (b) Stress-strain diagram ($\dot{e} = 0.01$/sec) (c) Temp. time-history ($\dot{e} = 0.083$/sec) (d) Stress-strain diagram ($\dot{e} = 0.083$/sec) (e) Stress-strain diagram ($\dot{e} = 0.41$/sec) (f) Temp. time-history ($\dot{e} = 0.41$/sec) Self heating on mechanical cycling for different strain-rates ($T_0 = 20^\circ$C). Temperature time-histories and stress-strain diagrams

Fig. 4: (a) Cyclic loading at ($\dot{e} = 0.083$/sec) (b) ($\dot{e} = 0.41$/sec) Experimental cyclic tensile tests. Temperature time-history
Fig. 5: (a) 20°C; 0.10%/sec (b) 30°C; 0.10%/sec (c) 40°C; 0.10%/sec (d) 50°C; 0.10%/sec (e) 20°C; 0.15%/sec (f) 30°C; 0.15%/sec (g) 40°C; 0.15%/sec (h) 50°C; 0.15%/sec (i) 20°C; 0.20%/sec (j) 30°C; 0.20%/sec (k) 40°C; 0.20%/sec (l) 50°C; 0.20%/sec (m) 20°C; 0.25%/sec (n) 30°C; 0.25%/sec (o) 40°C; 0.25%/sec (p) 50°C; 0.25%/sec (q) 20°C; 0.30%/sec (r) 30°C; 0.30%/sec (s) 40°C; 0.30%/sec (t) 50°C; 0.30%/sec Force-displacement diagrams associated with the cyclic loadings, for the tested strain-rates and ambient temperatures.
Observing Fig. 6 and 7 it is possible to confirm that the instability effects under analysis are quite important, but tend to gradually stabilize with cycling. This stabilization is faster in the case of the cumulative residual strain, $\epsilon_p$, which reaches a maximum value of 1.5%, for $n = 100$. The maximum variation of the critical stress to induce martensite, $\Delta \sigma$, is about 240 MPa. It can also be observed that, for a given number of cycles and for a given strain-rate, instability increases with ambient temperature. This may be explained by the fact that instability effects due to cycling in SMAs are usually related to dislocations and other lattice defects, generated at high stress during the preceding loading cycle. With higher ambient temperatures, the stresses needed to induce martensite are also higher, leading to a higher instability of the alloy. However, ambient temperature seems to have more influence on the net accumulated residual strain of the alloy rather than in the total variation of the critical stress to induce martensite. Regarding the strain-rate of the cyclic loading, it is possible to observe that, for a given number of cycles and for a given ambient temperature, instability increases with the strain-rate. This may also be explained by the fact that higher strain-rates yield higher stresses in the alloy, leading to higher instability due to cycling. One can also observe that $\epsilon_p$ is more influenced by ambient temperature whereas $\Delta \sigma$ is more influenced by the strain-rate of the cyclic loading. This can be easily observed in Fig. 8(a) and (b), which translate the total net instability associated with $\epsilon_p$ and $\Delta \sigma$, as a function of $T_0$ and $\dot{\epsilon}$, for $n = 100$. Through the analysis of the instability curves, it is plausible to suggest that the accumulated plastic strain and the variation of the critical stress to induce martensite may be described by logarithmic functions of the type:

$$\epsilon_p(n, \dot{\epsilon}, T_0) = a_1(\dot{\epsilon}, T_0) \times \ln(n) + b_1(\dot{\epsilon}, T_0) \tag{1}$$

and:

$$\Delta \sigma(n, \dot{\epsilon}, T_0) = a_2(\dot{\epsilon}, T_0) \times \ln(n) + b_2(\dot{\epsilon}, T_0) \tag{2}$$

in which $n$ is the number of cycles, $b_i$, the instability associated with the first cycle and $a_i$, the speed of the instability phenomena.
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Fig. 8: (a) $\varepsilon_{p}$ 100[\%] $(\dot{\varepsilon})$, $T_{0}$ (b) $\Delta \sigma_{100}$ [MPa] $(\dot{\varepsilon}, T_{0}$) Influence of ambient temperature and strain-rate on the instability coefficients

Superelastic Constitutive Model

In order to simulate the cyclic behavior of a NiTi wire, with a circular cross section, a constitutive model is proposed, using a mechanical law with a parallel phase distribution coupled with exponential kinetic laws and a thermal balance equation, to apprehend the convective heat transfer problem. In order to simulate the instability phenomena observed during cycling, $\Delta \sigma$ and $\varepsilon_{p}$ are introduced in the formulation. The time evolution of the martensite fraction $\xi$ is expressed using a stress-driven exponential kinetic rule (Auricchio and Taylor, 1997), using $\beta_{AM}$ and $\beta_{MA}$ as material constants. The resulting evolution equations are given by:

$$\dot{\xi} = \beta_{AM} \left(1 - \xi^{	ext{AM}}\right) \left(\frac{\sigma}{\sigma - \sigma_{f}^{	ext{AM}}}\right)^{\alpha}$$

and:

$$\dot{\varepsilon} = \beta_{MA} \left(\frac{\sigma}{\sigma - \sigma_{f}^{	ext{MA}}}\right)^{\alpha}$$

for the forward and inverse transformations, respectively. For a given temperature $T$, the starting and final stresses during the forward and inverse transformations, $\sigma_{s}^{	ext{AM}}, \sigma_{f}^{	ext{AM}}$ and $\sigma_{s}^{	ext{MA}}, \sigma_{f}^{	ext{MA}}$, respectively, may be computed using the equations that define the boundary lines of the corresponding transformation strips, i.e.,:

$$\sigma_{s}^{	ext{AM}}(n, \dot{\varepsilon}, T_{0}) = C_{AM}(T - M_{f}(n, \dot{\varepsilon}, T_{0}))$$

and:

$$\sigma_{f}^{	ext{AM}} = M_{f}(n, \dot{\varepsilon}, T_{0}) = M_{f,0} - \frac{\Delta \sigma(n, \dot{\varepsilon}, T_{0})}{C_{AM}}$$

with $M_{f,0}$ representing the initial transformation starting temperature. The stress evolution equation is governed by Equation 7, in which, without loss of generality, $T_{0}$ is assumed to be zero (Cismasiu and Santos, 2008):

$$\sigma = E(\delta)\varepsilon + H(\delta)\dot{\varepsilon} + 0\dot{T}$$

where, the elastic modulus $E$ is expressed as a fraction of the martensitic elastic modulus, $E_{MA}$ and of austenitic elastic modulus, $E_{A}$:

$$E(\delta) = (E_{MA} - E_{A}) + E_{A}$$

Replacing $\sigma$, in the transformation kinetic relations expressed by Equation 3 and 4, it yields:

$$\dot{\xi} = \beta_{AM} \left(1 - \xi^{	ext{AM}}\right) \left(\frac{\sigma}{\sigma - \sigma_{f}^{	ext{AM}}}\right)^{\alpha}$$

and:

$$\dot{\varepsilon} = \beta_{MA} \left(\frac{\sigma}{\sigma - \sigma_{f}^{	ext{MA}}}\right)^{\alpha}$$

for the forward and inverse transformations, respectively, where:

$$H(\delta) = n(\delta - \varepsilon_{p}) - \varepsilon_{p}$$

being $\varepsilon_{p}$ the maximum residual strain in the material. Given the presence of accumulated plastic strain, $\varepsilon_{p}$, the transformation strain range decreases by the amount of $\varepsilon_{p}$, becoming $\varepsilon - \varepsilon_{p}$. The mechanical and kinetic laws are coupled with a heat balance equation (Cismasiu and Santos, 2008), which, expressed in function of $T$, reads:

$$\dot{T} = \frac{h}{\rho c A} (T - T_{0}) + \frac{C_{v}}{\rho c} \dot{\varepsilon}$$

where, $T_{0}$ is the reference temperature of the surrounding air, $A$ is the surface area, $h$ is the mean coefficient of heat transfer.
transfer, \( C_l \) the latent heat of transformation, \( \rho \) is the density of the material, \( e \) its specific heat and \( \theta \) is the thermal expansion coefficient. The evolution of the dissipated energy, \( W \), as the transformation proceeds can be derived from the area enclosed by partial cycles (Ortin and Delaey, 2002). The use of the Euler method enables the transformation of the time-continuous evolutionary equations into time-discrete evolutionary equations.

**Validation**

**Material Properties**

Several material parameters were characterized for the implementation of the proposed constitutive-model. In Table 1 are presented the material parameters determined according to typical values obtained in the literature (Vittello et al., 2005); Cismasiu and Santos, 2008; Branco et al., 2012). Material parameters determined from experimental results are compiled in Table 2. The instability coefficients are presented in Table 3 and 4.

**Results and Discussion**

In Fig. 9 a series of stress-strain diagrams yielded by the proposed constitutive-model in which the instability phenomena shown by SMAs during cyclic loading are simulated. The presented stress-strain diagrams comprise both the first and the last experimental superelastic loops, as well as the first twenty and the last numerical superelastic loops. For a better understanding of the performance of the proposed model, the numerical results are plotted against the experimental ones. Analyzing the graphs presented in Fig. 9 one may observe that the proposed constitutive-model, shows, under the prescribed testing conditions, a good overall behavior. The performance of the proposed constitutive-model can also be assessed by comparing the experimental and simulated evolution of the dissipated energy with cycling, which is shown in Fig. 10. A good correlation between the experimental and the numerical curves is observed, both revealing an important reduction of the dissipated energy with cycling. The dissipated energy associated with the last superelastic cycle (\( n = 100 \)) only amounts to 30% of the energy dissipated in the first cycle. Translated into equivalent viscous damping this corresponds to a reduction of the damping from 17 to about 6%.

**Table 1:** Material parameters determined from the literature

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( B^{\text{tM}} = B^{\text{fM}} = 2 \times 10^{-6} )</td>
<td></td>
</tr>
<tr>
<td>( C_p = 500 \text{ J kg}^{-1} \text{ K}^{-1} )</td>
<td></td>
</tr>
<tr>
<td>( \rho = 6500 \text{ kg m}^{-3} )</td>
<td></td>
</tr>
<tr>
<td>( C_t = 12914 \text{ J kg}^{-1} \text{ K}^{-1} )</td>
<td></td>
</tr>
</tbody>
</table>

**Table 2:** Material parameters determined from the experimental results

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( E_s = 37300 \text{ MPa} )</td>
<td></td>
</tr>
<tr>
<td>( A_s = -50^\circ \text{C} )</td>
<td></td>
</tr>
<tr>
<td>( C_t = 6.5 \text{ MPa K}^{-1} )</td>
<td></td>
</tr>
<tr>
<td>( A_f = 7^\circ \text{C} )</td>
<td></td>
</tr>
<tr>
<td>( e_f = 0.06 )</td>
<td></td>
</tr>
</tbody>
</table>

**Table 3:** Coefficients \( a_i \) and \( b_i \) for the quantification of \( \varepsilon_\sigma \) (%)

<table>
<thead>
<tr>
<th>Coef</th>
<th>( 10^\circ \text{C} )</th>
<th>( 20^\circ \text{C} )</th>
<th>( 30^\circ \text{C} )</th>
<th>( 40^\circ \text{C} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( 0.10^% / \text{s} )</td>
<td>0.104</td>
<td>0.120</td>
<td>0.141</td>
<td>0.178</td>
</tr>
<tr>
<td>( 0.15^% / \text{s} )</td>
<td>0.103</td>
<td>0.120</td>
<td>0.141</td>
<td>0.178</td>
</tr>
<tr>
<td>( 0.20^% / \text{s} )</td>
<td>0.094</td>
<td>0.118</td>
<td>0.153</td>
<td>0.180</td>
</tr>
<tr>
<td>( 0.25^% / \text{s} )</td>
<td>0.121</td>
<td>0.111</td>
<td>0.140</td>
<td>0.165</td>
</tr>
<tr>
<td>( 0.30^% / \text{s} )</td>
<td>0.115</td>
<td>0.111</td>
<td>0.145</td>
<td>0.180</td>
</tr>
</tbody>
</table>

**Table 4:** Coefficients \( a_2 \) and \( b_2 \) for the quantification of \( \Delta \sigma \) (%)

<table>
<thead>
<tr>
<th>Coef</th>
<th>( 10^\circ \text{C} )</th>
<th>( 20^\circ \text{C} )</th>
<th>( 30^\circ \text{C} )</th>
<th>( 40^\circ \text{C} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( 0.10^% / \text{s} )</td>
<td>17.229</td>
<td>15.638</td>
<td>15.118</td>
<td>13.680</td>
</tr>
<tr>
<td>( 0.15^% / \text{s} )</td>
<td>21.925</td>
<td>14.897</td>
<td>14.657</td>
<td>11.764</td>
</tr>
<tr>
<td>( 0.20^% / \text{s} )</td>
<td>22.857</td>
<td>17.185</td>
<td>15.068</td>
<td>8.500</td>
</tr>
<tr>
<td>( 0.25^% / \text{s} )</td>
<td>18.436</td>
<td>21.485</td>
<td>16.565</td>
<td>17.326</td>
</tr>
<tr>
<td>( 0.30^% / \text{s} )</td>
<td>25.163</td>
<td>19.703</td>
<td>19.703</td>
<td>19.682</td>
</tr>
</tbody>
</table>
Fig. 9: (a) $T_0 = 20^\circ$C and $\dot{\varepsilon} = 0.15\%/\text{sec}$ (b) $T_0 = 40^\circ$C and $\dot{\varepsilon} = 0.15\%/\text{sec}$ (c) $T_0 = 20^\circ$C and $\dot{\varepsilon} = 0.30\%/\text{sec}$ (d) $T_0 = 40^\circ$C and $\dot{\varepsilon} = 0.30\%/\text{sec}$ Force-displacement diagrams obtained with the implemented constitutive-model

Fig. 10: (a) $T_0 = 20^\circ$C and $\dot{\varepsilon} = 0.15\%/\text{sec}$ (b) $T_0 = 40^\circ$C and $\dot{\varepsilon} = 0.15\%/\text{sec}$ (c) $T_0 = 20^\circ$C and $\dot{\varepsilon} = 0.30\%/\text{sec}$ (d) $T_0 = 40^\circ$C and $\dot{\varepsilon} = 0.30\%/\text{sec}$ Evolution of the dissipated energy ($E_d$) with cycling
For seismic isolation systems re-centering is a very important feature and therefore such devices must show limited accumulation of residual strains due to cyclic loading. When SMAs are the kernel elements of these systems, the corresponding instability phenomena might hinder their performance. It has been suggested that training by deformation prior to actual service is effective for stabilizing superelasticity (Otsuka and Wayman, 1998). However this prior training causes an important reduction in the energy dissipation capabilities of the SMA material. As shown in Fig. 11, for the tested samples, a stabilized SMA has to be submitted to an additional 30 complete cycles, in order to dissipate the same amount of energy yielded by an untrained specimen. One of the most promising applications for SMAs in the seismic mitigation of civil engineering structures is their use as restraining cables in bridges Amarante dos Santos et al., 2015). The European Standard EN 1998-2 (CEN, 2005), defines the restoring capability of seismic isolation systems, which can be expressed in terms of strains as:

$$\varepsilon_{\text{rm}} \leq \varepsilon_m - 0.5\varepsilon_{a,\text{max}}$$ (13)

where:
- $\varepsilon_m$ is the strain capacity of the isolation system i.e., the maximum strain that the system can sustain in the considered direction
- $\varepsilon_{\text{rm}}$ is the residual strain of the isolation system, corresponding to $\varepsilon_m$, i.e., the residual strain when the stress required to induce strain $\varepsilon_m$, is removed, under quasi-static conditions
- $\varepsilon_{a,\text{max}}$ is the maximum value of the design strain of the isolation system, increased by 1.5

If one considers $\varepsilon_{a,\text{max}} = \varepsilon_m = 6\%$, one obtains $\varepsilon_{\text{rm}} = 1.5\%$. Comparing this value with the maximum residual strain obtained in the experimental tensile cyclic tests one can see that these alloys still comply with the restoring capability requirements defined in EN 1998-2.

To conclude this discussion, one may say that cyclic instability phenomena in SMAs decrease their performance in seismic isolation systems, hindering both their dissipation and restoring capabilities. Even so, they are able to comply with the prescribed design requirements. The enforcement of an initial training, prior to service, in order to obtain a stabilized alloy, is not advantageous, since it is during these first cycles of stabilization that the alloy shows greater energy dissipation capabilities.

**Conclusion**

The results presented the characterization of the cyclic behavior of a NiTi superelastic alloy with emphasis on the definition of the instability functions associated with the cumulative residual strain and the variation of the critical stress needed to induce martensite. It was observed that, for the prescribed range of ambient temperatures and strain-rates, $\varepsilon_p$ is more influenced by ambient temperature whereas $\Delta\sigma$ is more influenced by the strain-rate of the cyclic loading. A constitutive-model for SMAs was also presented, which is able to successfully simulate these cyclic instability phenomena, showing an overall good performance. It is suggested that stabilization by initial training, prior to service, is not advantageous, since it is during these first cycles that the alloy shows greater energy dissipation capabilities.
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