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ABSTRACT

A coefficient of variability is described. It is @vn that conducting all possible paired comparisiona
group of scores, the investigator can ascertairgtbap’s degree of variability as well as its carseg the
group’s degree of homogeneity. The coefficient,fulsen determining whether to divide a class into
subgroups for the purpose of instruction, has theatage that it is in the form of a proportion dhdt it
thus provides a common ground for comparison afbdity across measures.
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1. INTRODUCTION homogeneity, or in providing an intuitively meanial
interpretation of their size. While the Coefficieaf

Two issues often arise in the course of an Variation (Croxtonet al., 1967), defined as s/M, is
investigation: the degree of homogeneity a groupoften used to compare two standard deviations when
exhibits on some measure and the difference intheir means differ substantially, it, too, is ingdate
homogeneity the group exhibits across two or morefor present purposes: because s is not always emall
measures. These issues assume particular relevandBan the mean, it is possible for CV to be gresten
when the interest lies in deciding whether to svibgi  +-lack of a natural ceiling which, as in the cages©
the group on the basis of the information at hakelan and s, makes a definitive interpretation of thee si

. : . ) . CV impossible.
example in education, while seeking to ascertain th The purpose of this study is to describe a measire
degree of homogeneity of a class on each of tws,tes

_ variation that (a) has a natural ceiling, affordiag
instructor may also want to compare the class’ ypjyersally interpretable index of variation andyiding
homogeneity levels across the two exams (in pugsuin a clear basis for comparing variability across mess
the matter, having administered tests of, say,nlagr  and (b) is easily converted to a natural-ceilingasge
style and learning readiness, he or she may fimd th of group homogeneity. The study begins with a
while all class members share a collaborative legrn  definition of variability and then presents measucé
style, only half the class is prepared to undertakevariability and homogeneity based on this defimtio

instruction in, say, the multiplication of fractign 1.1. Variability
Often, a starting point in the treatment of suchués o
is an examination of group variability and the sade Variability consists of the differences in magnigud

(s) and standard deviation (s) may come to mind as th that exist in a set of occurrences of some measuat.
statistics applicable to the task. and s, however, are least one occurrence differs in magnitude from the
poorly equipped for the purpose: first, and s are not others, the set exhibits variability; if no differee
comparable across measures when the means or theccurs, then the set does not exhibit variabiMghen
measurement scales at hand differ (although stdimdak  only one occurrence differs in size from the othéne
scores may afford some degree of comparison undeset exhibits minimum variability; and the greatéet
such circumstances, their use for present purposesotal difference in magnitude among the occurrences
requires relatively large normally distributed sdmsp  the greater the variability exhibited by the seheT
conditions not always present in the classroom). Infollowing fictitious test scores manifest variabili
addition, lack of a natural ceiling if and s limits their ~ because differences in magnitude occur among them:
usefulness in determining variability’s conversee.,i 3,7,9, 5 and 2.
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1.2. A Coefficient of Variability

If variability is seen in this light, then its meme can

be formulated as the sum of the observed difference 3
among occurrences of a measure divided by they

maximum possible sum of the differences. This

operation can be expressed as follows Equation 1:

vc = OVIMPV (1)

Where:
vc = Variability coefficient
OV = Sum of obtained absolute comparisons
MPV = Maximum possible variation
The numerator (OV) in this expression consistshef t

sum of the absolute differences among occurrentcéseo
measure at hand. A matrix arrangement of the diffegs
among a group of scores is helpful in visualizitg t
calculations used to derive OV. For the six scesesnined
earlier, the matrix is displayed Trable 1.

The scores inTable 1 appear vertically along the
table’s left as well as horizontally along its téfor each
row, the cells represent the difference betweensture
on the left column and the other scores in the Beth
score on the horizontal list is subtracted fromhesicthe
scores on the vertical list and the remainder fache

Table 1. Matrix arrangement of differences in a group ofreso

4 3 7 9 5 2

0 1 3 5 1 2

0 4 6 2 1

0 2 2 5

9 0 4 7

5 0 3

2 0
Table 2. Matrix arrangement of the calculation of MPV

2 2 2 9 9 9

2 0 0 0 7 7 7

2 0 0 7 7 7

2 0 7 7 7

9 0 0 0

9 0 0

9 0

For an even number of cases, the number of such
comparisons is the number of scores in the groomer
half multiplied by the number of scores in the grewpper
half, that is (N/2) (N/2) and thus, the number oh+zero
comparisons will equal the square of half the casdke
data set that is, (N/2)The highest possible variability will
consist of the product of this square and the s@irthe

subtraction is recorded as an absolute value in thecomparisons of the two values. Thus, for a groupcofes

intersecting cell. If no difference emerges, a feorded.
For example, the comparison of the first and sesoodes
yields a difference (i.e., 4-3 = 1), which is redeal as an
absolute value in the second cell from the leftlenfirst
row. The triangular half above the diagonal is used
carry out the OV calculations. rable 1, OV, or the sum
of the absolute cell values, is 48.

The derivation of the denominator (MPV) in (1) is
based on the following reasoning: the maximum sd@im o
differences in a set of scores will occur if hdiétscores
have the lowest value contained in the set andther
half carry the highest value. For example, for augrof
six scores with a low value of 2 and a high valfi® 0
the highest variation will occur if the data takeet
following values: 2, 2, 2, 9, 9, 9 (Sya= 63). Compare
this set with the following, which will yield a logv sum:
2,2,3,9,9, 9 (Sugm = 62) or the following, which will
yield a lower sum still: 2, 2, 3, 8, 9, 9 (Sup* 61). The
more the upper and lower halves of the set depan f
the extreme values, the lower the sum of difference
exhibited by the group. This reasoning can be elddn
to the derivation of MPV on the basis of the numbgr
comparisons possible between the high and low sdore
a two-value data set. For a comparison matrix da&
set half of which consists of one uniform value duadf
of which consists of a different uniform value, ynl
comparisons of the two different values will yigidn-
zero remainders.
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consisting of an even number of cases, MPV can be
calculated as follows Equation 2:
MPV = (N/2F R (2)
where, N = group size and R the range, or the
difference between the highest and lowest scores.

Table 2 illustrates the calculation of MPV for a
hypothetical data set in which half the scoresycéne
low value of 2 and half carry the high value of ®da
which thus exhibits maximum variability.

The comparisons of the two values in this tablehea
yielding a remainder of 7, appear enclosed witlhia t
heavy-lined rectangle. The number of such compasiso
is (6/2f = 9. Hence, for the two-valued data set with an
even number of casesTrable 2:

MPV = (N/2F R
=3(9-2)
= 9x7
=63

For a group of scores consisting of an odd number o
cases, MPV can be calculated as follows Equation 3:

®)
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MPV = [(N-1)/2] [(N + 1)/2] R
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For the data appearingirable 1, going by (1): approximates 0 (and hence, the more closely hc
approximates 1), the more likely it is that the wgro
vc = OVIMPV consists of one set relative to the issue at haddtat the
=48/63 investigator may thus be able to address the issue

=0.762 approaching the group as a cohesive whole. In the

example in the introduction involving learning stydnd

Because vc is in the form of a proportion, it is learning readiness, a vc of O for the former wobtl
comparable across measures. Also because of itindicative of a collaborative learning style shatgdthe
proportional form, vc has an advantage over theentire class and a vc of 1 for the latter wouldrinkcative
Coefficient of Variation (CV), alluded to earliatefined of two distinct sub-groups regarding readiness to
as s/M, often used to compare two standard dewmsitio undertake instruction in the multiplication of ftans.
when their means differ substantially. As alreadyed, It is important to note that a vc approximating 1,
the standard deviation is not always smaller tHaa t suggesting the likelihood of two distinct sub-greujs
mean and thus, it is possible for CV to be gredian 1- ot pecessarily also indicative that the sub-groages
lack of a natural ceiling which, as in the cas&oénd S, substantially different. For example, the following

makes a definitive interpretation of its size imgbte. il vield £ 1 whil i hat
Such interpretation is possible for vc, since n cever scpres wi y|§ aveo : ,W 'e_ representing wha
exceed 1. For example, the above vc value of OCZ62 might be considered a negligible difference betwiben

be interpreted as a level of variability on thisttthat is ~ Sub-groups’ means:
76.2% of the maximum possible variation for the gm

at hand. By contrast, a group with a vc of .20 woul 11112222 (MM =1)

show less than one third of the variability of greup in

Table 1, regardless of the means or scales of In general, the substance of vc = 1 is aness
measurement involved. involving a judgment regarding the magnitude of the

The range, Riin (2) and (3), can be unduly affebted  gifference between the two means. In the example in
outliers. When this problem occurs, Stevens (1996)ie introduction, the instructor would have to deci
recommendation can be followed for dealing with whether the difference between the sub-groups’ mean

outliers in general: perform two analyses, oneudirig he | . di i | h
the outlier and one excluding it and report botfliings. on t_ € earplng readiness measure Is large enough t
merit attention.

1.3. A Coefficient of Homogeneity
2. CONCLUSION

A coefficient of homogeneity (hc) can be derived as

the converse of vc, that is Equation 4: . - N .
In conclusion, a coefficient of variability, vc, is

he = 1-ve (4) presented. Itisin t.he- fqrm of a proportion an.ah.ct‘&z
_ if overcomes the limitaions of s and is providing
For the scores ifable 1: clear indixes of variability and homogeneity due to
hc= 1-0.762 their lack of a natural ceiling.
=0.238
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