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ABSTRACT

In actuarial and insurance literatures, severadaehers suggested generalized linear regressiaelso
(GLM) for modeling claim costs as a function ofkriactors. The modeling of claim costs involvingtibo
zero and positive claims experience has been daoig by fitting the claim costs collectively using
Tweedie modelHowever, the probability of zero claims in Tweedi®del is not allowed to be fitted
explicitly as a function of explanatory variabl@he purpose of this article is to propose the apgithn of
Zero Adjusted Gamma (ZAGA) and Zero Adjusted IneefSaussian (ZAIG) regression models for
modeling both zero and positive claim costs date models are fitted to the Malaysian motor inscean
claims experiences which are divided into threeesymamely Third Party Bodily Injury (TPBI), Own
Damage (OD) and Third Party Property Damage (TPPe fitted models show that both claim
probability and claim cost are affected by eithee same or different explanatory variables. Thedit
models also allow the relative risk of each rafiactor to be compared and the low or high risk elesi to
be identified, not only for the claim cost but afeo the claim probability. The AIC and BIC indieathat
ZAIG regression is the best model for modeling hmikitive and zero claim costs for all claim types.
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1. INTRODUCTION regression models can only be fitted to claim aza
with non-zero claims.

In actuarial and insurance literatures, several A distribution that includes both positive and zel@m
researchers suggested generalized linear regressiotosts is a distribution with discrete and contirsimixture,
models (GLM) for modeling claim costs as a function where the discrete probability distribution représecases
of risk factors and such studies can be found inof zero claims (or cases of making no claim) ang th
Brockman and Wright (1992); Renshaw (1994); continuous distribution represents cases of pesitlaims
MacCullagh and Nelder (1989) and Ismail and Jemainwhose distribution is skewed to the right. The nfiodeof
(2009). Due to the common properties of claim costsclaim costs involving both zero and positive claims
distributions which have positive support and right experience can be carried out by fitting the claiosts
skewness (Hogg and Klugman, 2009), Gamma andcollectively using Tweedie model. As examples, Grad
Inverse Gaussian regression models have been use@005); Jorgensen and Souza (1994) and Smyth and
by researchers for fitting insurance claim costs. Jorgensen (2002) applied Tweedie model for modeling
Nevertheless, Gamma and Inverse Gaussianclaim costs, while Peterst al. (2008) and Wuthrich
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(2003) fitted Tweedie model for payments of Kb(y, =0]|e = 1)= expfri F 1
outstandings in claims reserves.

However, the probability of zero claims in Tweedie aApg:
model is not allowed to be fitted explicitly asumdtion of
explanatory variables (or a function of regression
covariates). As an alternative, a zero adjustedessmn
model, which is a regression model with a mixedrdie
and continuous distributions, can be used to mbdét
zero and positive claim costs and at the same &itwys
the zero claim probability to be modeled explicidg a  f(w)=m"@-m)", w =01 (1)
function of explanatory variables. The discretritiistion
of zero adjusted regression model is represented by Is a Bernoulli event witht =g, 0<17 < 1.
Bernoulli distribution, whereas the continuous ribsttion If C; is the random variable for average claim costs in
can be represented by any continuous distributith &  {aith rating class which is represented as:
positive range and right skewness. If the contisuou
distribution is represented by Gamma distributidine {

Kb(y, =0]¢)=expt &7 F ¥ &

so that Equation (1):

=0 with probability (1 )

model is called Zero Adjusted Gamma (ZAGA) rega@ssi ) .
>0 with probabilityrg

model and if the continuous distribution is représe by
Inverse Gaussian distribution, the model is calfedo
Adjusted Inverse Gaussian (ZAIG) regression model.
Several applications of ZAGA and ZAIG regressiordels
can be found in Tongt al. (2011); Helleret al. (2006); f(c)=1-1, ¢=0
Ferreira (2008) and Bortoluzabal. (2009) also compared —mgc) > (
ZAIG regression model with Tweedie model and fotivad Toe)

ZAIG regression model is better than Tweedie model. . . . .
The purpose of this article is to propose the where, g(9 is the density function of a continuous and

application of ZAGA and ZAIG regression models for fight skewed distribution and is the probability of
modeling both zero and positive claim costs datae T claim from a Bernoulli event defined in (1). The
models are fitted to the Malaysian motor insuranceregression model of a mixed discrete-continuous
claims experience which are divided into three $ype probability function defined in (2) is called theera
Third Party Bodily Injury (TPBI), Own Damage (OD) adjusted regression model.

and Third Party Property Damage (TPPD). 2.2. ZAGA and ZAIG Regresson Models

2. MATERIALSAND METHODS Let g(g) be the density function of Gamma
distribution defined as Equation (3):

Then G has a mixed discrete-continuous probability
function Equation (2):

)

2.1. Zero Adjusted Regression Models

Let W, be the binary variable that indicates the Ci[?lf ) ex{_Q]
occurrence of at least one claim aridthe probability of 9(c)= i oW, )
at least one claim in the ith rating class, i = 1,21. The (OZM-)?F(AJ
probability function for Wcan be defined as: ' 2

f(w)=(M)"@-1)", w=01 where, g is the scalar parameter. Therefore, the mean
and variance for ZAGA regression model are;
Let g,0<e<1, be the exposure in thth rating class 9 EECry

_ 2 2 H
which is defined as the proportion of observatieniqd _“i and Var((:,)_—rm (TF_H_’ ) and the covariates can be
for which the policy has been in force. Assumingse incorporated via a logit link Equation (4):
known, let y be the number of claims in the observation .
period and assume; yollows a Poisson process with _ _ exp( X8, (4)
mean (or average) number of claimsThen: 1+ exp( xTBn)

y: 1§ ~ Poisson(gf and a log link Equation (5):
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u, =exp( ¥'B, ) (5)

where,3; andp, are the vectors of regression parameters

for  and p; respectively and ;xis the vector of
explanatory variables.

Let g(g) be the density function of inverse Gaussian
distribution defined as Equation (6):

<25

1

o|2ne

1

2¢

G—H
ol

9(c)= (6)

where, o is the scalar parameter. Therefore, the mean

and variance of ZAIG regression model are E€CT
and Var(C)=mnu’(@-1 +4o°) and the covariates are
incorporated in the regression model also via lagit
log links in (4)-(5).

2.3. Maximum Likelihood Estimation

The regression parametefy, and 3, and the scalar
parameter,o, for both ZAGA and ZAIG regression
models can be estimated using maximum likelihood
procedure. The maximum likelihood estimates[ff,
and o for ZAGA regression model can be obtained by
maximing likelihood of f(g shown in (2):

LB, .B,.9)=[]f(c)

=!':L @&m !)]011

@)1 )

=
Or log likelihood:

logL (B, .B, ,0)
Z{— 0g()+( 2 -1/ ogts)

2 oa, ) foa | ﬂ
o

= log(l-)+
G =0

C
2
i

0.2

The maximum likelihood estimates for ZAIG

regression model can also be obtained in a similar

manner.
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2.4. Goodness of Fit

Several measures can be used for comparing ZAGA and
ZAIG regression models such as Akaike Information
Criteria (AIC) and Schwartz Bayesian Informatioiit€ion
(BIC). Let n be the number of observations, m thmloer
of estimated parameters anthe log likelihood. The AIC
and BIC can be calculated respectively as:

AIC =-2/+2m
And:

BIC = -2/ + mIn(n)

3.RESULTS

The database for the Malaysian motor insurance
claims costs experience is supplied by Insurance
Services Malaysia Berhad (ISM), providing infornoati
on private car insurance portfolios of ten general
insurance companies in 2001-2003 and containing
1,009,175 policies with 117,586 (or 9.7%) claimfieT
claim costs, which are in Ringgit Malaysia (RM) reuncy,
are divided into three types namely OD, TPPD anBITP
In this study, we consider five rating factors,readth two,
five, five, five and five rating classes, produciadotal of
2x5x5x5x5 = 1250 rating classes. Therefore, eatihgra
class corresponds to eighteen explanatory variables
(covariates), including the intercept. The ratiagtérs and
classes are shownTrable 1.

Table 1. Rating factors and classes

Rating factors Rating classes

Coverage Comprehensive

Non-comprehensive
0-1 year

2-3 years

4-5 years

6-7 years

8+ years

0-1000 cc
1001-1300 cc

1301-1500 cc

1501-1800 cc
Local type 1

Local type 2

Foreign type 1

Foreign type 2

Foreign type 3
North

East

Central

South

East Malaysia

Vehicle age

Vehicle
cubic capacity (cc)

Vehicle make

Location
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Table2. ZAGA and ZAIG regression models (TPBI)

ZAGA ZAIG

Parameter estimated std error p-value  Estimated std error p-value
Claim cost:

intercept 3.76 0.22 0.00 0.04 0.09 0.64
non-comprehensive 1.48 0.15 0.00 2.67 0.26 0.00
2-3 years 0.96 0.16 0.00 - - -

8+ years -0.81 0.17 0.00 - - -
0-1000 cc 0.39 0.23 0.08 4.84 1.32 0.00
1301-1500 cc -0.89 0.22 0.00 - - -
1501-1800 cc -1.01 0.22 0.00 1.17 0.18 0.00
1801+ cc -1.06 0.20 0.00 2.23 0.27 0.00
Local type 2 2.18 0.24 0.00 6.42 1.88 0.00
Foreign type 1 - - - 3.66 0.40 0.00
Foreign type 2 0.91 0.16 0.00 4.41 0.59 0.00
Foreign type 3 1.10 0.28 0.00 2.10 0.58 0.00
north 0.36 0.19 0.05 0.71 0.15 0.00
east 1.22 0.19 0.00 2.07 0.25 0.00
south 0.72 0.19 0.00 0.82 0.16 0.00
east Malaysia 0.55 0.23 0.01 1.39 0.20 0.00
scalar,

o 0.42 0.02 0.00 -1.21 0.03 0.00
Claim probability:

intercept -1.13 0.28 0.00 -1.13 0.28 0.00
non-comprehensive 1.46 0.15 0.00 1.46 0.15 0.00
2-3 years -1.48 0.23 0.00 -1.48 0.23 0.00
4-5 years -1.39 0.23 0.00 -1.39 0.23 0.00
6-7 years -1.48 0.23 0.00 -1.48 0.23 0.00
8+ years -2.06 0.24 0.00 -2.06 0.24 0.00
0-1000 cc 0.51 0.23 0.03 0.51 0.23 0.03
1301-1500 cc -0.37 0.22 0.09 -0.37 0.22 0.09
1501-1800 cc -0.70 0.23 0.00 -0.70 0.23 0.00
1801+ cc -0.93 0.23 0.00 -0.93 0.23 0.00
Local type 2 2.06 0.20 0.00 2.06 0.20 0.00
Foreign type 2 0.53 0.19 0.01 0.53 0.19 0.01
Foreign type 3 3.17 0.24 0.00 3.17 0.24 0.00
north 0.59 0.23 0.01 0.59 0.23 0.01
east 1.21 0.23 0.00 1.21 0.23 0.00
south 0.87 0.23 0.00 0.87 0.23 0.00
east Malaysia 1.89 0.24 0.00 1.89 0.24 0.00
log likelihood -3997.36 -3818.71
AIC 8060.71 7701.42

BIC 8230.03 7860.48

The fitted ZAGA and ZAIG regression models for significant. On the other hand, the claim probaiei§
TPBI, OD and TPPD claims are presented able 2- for TPBI from both ZAGA and ZAIG regression
4. The results indicate that both ZAGA and ZAIG models have the same significant rating factors.
models produce either same or different significant

factors. As an example, the claim cost for TPBInfro 4. DISCUSSION
ZAGA model imply that the rating factor for foreign
type 1 vehicle is not significant, while ZAIG From Table 2-4, the fitted claim cost and claim

regression model show that the rating factors f@& 2 probability for each claim type can be calculated
years, 8+ years and 1301-1500 cc vehicles are notespectively as:
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Table 3. ZAGA and ZAIG regression models (OD)

ZAGA ZAIG
Parameter estimated std error p-value estimated std error p-value
Claim cost:
Intercept 341 0.16 0.00 2.79 0.25 0
6-7 years -0.38 0.17 0.02 - - -
1301-1500 cc -1.35 0.22 0.00 - - -
1501-1800 cc -1.88 0.20 0.00 -2.73 0.26 0
1801+ cc -1.55 0.20 0.00 -1.85 0.28 0
Local type 2 3.84 0.22 0.00 4.97 1.41 0
Foreign type 2 1.52 0.18 0.00 1.94 0.29 0
Foreign type 3 2.31 0.27 0.00 9.87 1.22 0
North - - - 1.03 0.20 0
East 1.55 0.19 0.00 2.55 0.37 0
South 0.53 0.19 0.01 1.08 0.20 0
east Malaysia 1.06 0.19 0.00 2.01 0.29 0
scalar,
o 0.38 0.03 0.00 -0.91 0.03 0
Claim probability:
Intercept 0.50 0.08 0.00 0.50 0.08 0
1501-1800 cc -0.56 0.15 0.00 -0.56 0.15 0
1801+ cc -0.50 0.15 0.00 -0.50 0.15 0
Foreign type 3 1.22 0.18 0.00 1.22 0.18 0
log likelihood -3149.03 -3073.96
AIC 6330.06 6177.92
BIC 6412.16 6254.88
L so that the expected TPBI claim cost that take into
Hi = EXI{ZKJBK ’ﬁkj account both zero and positive claims s
E(C)=t =fil = RM131.8€.
And: The results inrable 2-4 can also be used to compare

o Zhx

1+ eXF{ZBk ij

ﬁ:

where 3 is the regression parameter apdhe explanatory
variable with a value of zero or one. As an examle
fitted claim cost and claim probability for TPBIdeal on
ZAIG regression model for vehicles with comprehemsi
coverage, age 0-1 year, cubic capacity 0-1000l, (bge 1)
make and North location respectively are:

{i, =exp(0.04+ 4.84 0.7% RM267.7

And:

exp(1.13+ 0.5% 0.59)=
1+expt1.13- 0.5% 0.59)

0.4925

fq:
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the relative risk of each rating factor and therefo
identifying low or high risk vehicles. As an exampthe
fitted claim cost and claim probability for TPBId®d on
ZAIG regression model for vehicles with non-
comprehensive coverage, age 0-1 year, cubic cgp&cit
1000, local (type 1) make and North location
respectively are:

i, =exp(0.04+ 2.6% 4.84 0.7H RM3866.
And:

7= expC1.13 146 05t 059)_ . .o
1+expc1.13- 1.46 0.5& 0.59)

Indicating that non-comprehensive coverage has
higher risk in both claim cost and claim probapilihan
the comprehensive coverage. Therefore, the claish co
that take into account both zero and positive cdaim
increases and the expected value is
E(C)=7¢ =i = RM3119.5.
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Table4. ZAGA and ZAIG regression models (TPPD)

ZAGA ZAIG

Parameter estimated std error p-value estimated std error p-value
Claim cost:

intercept 3.21 0.17 0.00 4.00 0.27 0.00
non-comprehensive 1.37 0.14 0.00 2.54 0.26 0.00
4-5 years -0.29 0.17 0.09 - - -

6-7 years -1.11 0.18 0.00 -0.96 0.17 0.00
8+ years -1.65 0.18 0.00 -1.30 0.21 0.00
0-1000 cc 0.68 0.20 0.00 - - -
1301-1500 cc - - - -1.57 0.29 0.00
1501-1800 cc -0.82 0.17 0.00 -2.43 0.29 0.00
1801+ cc -0.48 0.17 0.00 -2.49 0.29 0.00
Local type 2 2.43 0.20 0.00 4.89 2.46 0.05
Foreign type 1 - - - -1.51 0.16 0.00
Foreign type 2 1.21 0.17 0.00 - - -
Foreign type 3 1.58 0.24 0.00 0.67 0.33 0.04
north - - - 0.97 0.19 0.00
east 0.64 0.17 0.00 2.31 0.30 0.00
south - - - 1.24 0.20 0.00
east Malaysia - - - 1.32 0.22 0.00
scalar,

o) 4.27 0.02 0.00 -0.75 0.03 0.00
Claim probability:

intercept 0.01 0.2 0.96 0.01 0.20 0.96
non-comprehensive 0.94 0.13 0.00 0.94 0.13 0.00
2-3 years -1.19 0.21 0.00 -1.19 0.21 0.00
4-5 years -1.17 0.21 0.00 -1.17 0.21 0.00
6-7 years -1.34 0.21 0.00 -1.34 0.21 0.00
8+ years -1.38 0.21 0.00 -1.38 0.21 0.00
1501-1800 cc -1.09 0.18 0.00 -1.09 0.18 0.00
1801+ cc -1.16 0.18 0.00 -1.16 0.18 0.00
Local type 2 1.08 0.17 0.00 1.08 0.17 0.00
Foreign type 1 -0.40 0.18 0.03 -0.40 0.18 0.03
Foreign type 3 2.08 0.20 0.00 2.08 0.20 0.00
east 0.80 0.18 0.00 0.80 0.18 0.00
south 0.31 0.18 0.08 0.31 0.18 0.08
east Malaysia 0.46 0.18 0.01 0.46 0.18 0.01
log likelihood -3621.31 -3379.07
AIC 7296.61 6816.14

BIC 7435.15 6964.93

Based on both AIC and BIC, ZAIG regression model Tweedie model is that the probability of claim dae
is better than ZAGA regression model for all TPBD expressed in a function of explanatory variableke T

and TPPD claims. fitted models show that both claim probability asidim
cost are affected by either the same or different
5. CONCLUSION explanatory variables. The fitted models also alltw

relative risk of each rating factor to be compased the

This study proposes the application of ZAGA and low or high risk vehicles to be identified, not wpifibr the
ZAIG regression models for modeling both positivela claim cost but also for the claim probability. The
zero claim costs for three types of motor insuranceapplication of ZAGA and ZAIG regression models

claims; TPBI, OD and TPPD. The main advantage of proposed in this study can also be used for othes lof
using ZAGA and ZAIG regression models compared toinsurance (besides motor insurance) or any oth&a da

////A Science Publications 191 JMSS



Yulia Resti et al. / Journal of Mathematics andiStias 9 (3): 186-192, 2013

(besides insurance data), as long as the covardates Hogg, R.V. and S.A. Klugman, 2009. Loss Distribaso
both positive and zero costs are available. Further  1st Edn., John Wiley and Sorisew York, ISBN-

applications can also be performed to other distidins 10: 0470317302, pp: 248.
with positive range and right skewness. Ismail, N. and A.A. Jemain, 2009. Comparison of
minimum bias and maximum likelihood methods for
6. ACKNOWLEDGEMENT claim severity. Casualty Actuarial Society.

] ~Jorgensen, B. and M.C.P.D. Souza, 1994. Fitting
The researchers gratefully acknowledge the findncia tweedie’s compound poisson model to insurance
support received in the form of research grants R6U claims data. Scandinavian Actuarial J., 1994: 69-93
2012-024 and LRGS/TD/ZOll/UKM/|CT/03/02) from DOI: 10.1080/03461238.1994.10413930
the Ministry of Higher Education (MOHE), Malaysia. jacculiagh, P. and J.A. Nelder, 1989. Generalized
The authors are also pleasured to thank Insurance Linear Models. 2nd Edn., Chapman and HRbica
Services Malaysia Berhad (ISM) for supplying théada Raton ISBN-10: 0412317605 pp: 511

Peters, G.W., P.V. Shevchenko and M.V. Wuthrich,
7. REFERENCES 2008. Model risk in claims reserving within

Bortoluzzo, A.B., D.P. Claro, M.A.L. Caetano and R. Tweedie’scompound Poisson models. Department
Artes, 2009. Estimating claim size and probability of UNSW Mathematics and Statistics, Sydney.
the auto-insurance industry: The Zero-Adjusted Renshaw, A.E., 1994. Modelling the claims process i
Inverse Gaussian (ZAIG) distribution. Insper the presence of covariates. Insurance: Math. Econ.,
Working Paper, WPE. 16: 167-167. DOI10.1016/0167-6687(95)91760-J
Brockman, M.J. and T.S. Wright, 1992. Statisticalton Smyth, G.K. and B. Jorgensen, 2002. Fitting tweedie
rating: Making effective use of your data. J. Inst. compound poisson model to insurance claims data:
Actuaries, 119: 457-543. dispersion modelinlg. ASTIN Bull., 32: 143-157.
Czado, G., 2005. Spatial modelling of claim frequen Tong, J., E. Mannea, P. Aime, P.T. Pfluger and .X.
and claim size in insurance. et al., 2011. Ghrelin enhances olfactory sensitivity
Sonderforschungsbereich. and exploratory sniffing in rodents and humans. J
Ferreira, J., 2008. Models of expected loss forsaarer Neurosci., 31: 5841-6. PMID: 21490225
credit. ~ Dissertation ~ (Mastership), Mestrado \wythrich, M.V., 2003. Claims reserving using twessli
Profissional em Economia IBMEC, S&o Paulo. compound poisson model. ASTIN Bull., 33; 331-

He”er, G, D. StaSinOpoulos and R. ngby, 2006e Th 346.DOI: 10.2143/AST.33.2.503696
zero-adjusted Inverse Gaussian distribution as a

model for insurance claims. Proceeding of the
International Workshop on Statistical Modelling,
Jul. 3-7, Galway, pp: 226-233.

////A Science Publications 192 JMSS



