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Abstract: Problem statement: A direct method, such as least squares techniqusually used to
solve problems involving matching a curve or aatefto a set of data points. The solution obtained
by this direct method is precise or very good ipragimation, but computationally not very efficient
Thus, in this study, we propose an indirect approasing Particle Swarm Optimization (PSO)
technique as an alternativApproach: As a case study, we use conic curve which sa@fy
continuity to be fitted to a given set of data peirPSO, a soft computing method is employed to
optimize the control points and weights which drent used in conic equatiorResults: Best fitted
conic curve that represents all the given datatpdithen obtainedConclusion: We use an indirect
technique of soft computing methods, i.e., PSQtta €urve to a given data set. We believe thag¢moth
types of soft computing based heuristic procedunag also be used to solve related problems or to
find its effectiveness.

Key words: Conics, curve fitting, particle swarm optimizatiorethod

INTRODUCTION flocks of birds, school of fish, swarm of bees @wen
social behavior, from where the idea is originally

or mathematical function that has the best fit &edes {00l which could be implemented and applied easily
of data points, possibly subject to certain coistsa solve various function optimization p_roblems, or
Curve fitting can involve either interpolation, weean ~ Problems that can be transformed into function
exact fit to the data is required, or smoothingwirich optimization forms. As an algorithm, the main syt

, ) L : of PSO is its fast convergence, which compares
a 'smooth’ function is constructed that approxirate favorably with many global optimization algorithms
fits the data. A related topic in statistics is resgion y y 9 P g

Ivsi hich f i sl like Genetic Algorithm (Eiben and Smith, 2007),
gr}:ayss, W |ch ocrl:ses morhe on qute§ |ton_s 0 ? Simulated Annealing (Kirkpatriclet al., 1983) and
Infeéreénce such as how much uncertainty IS preseat 1, global optimization algorithms. To apply PSO
curve that is fitted to observed data with certaindom

X ) successfully, one of the key issues is finding How
errors. Fitted curves can also be used as an adata 55 the problem solution into the PSO article, Whic
visualization, to infer values of a function wheme

) ) ) _ directly affects its feasibility and performance.
data are available and to summarize relationships

among two or more variables. Extrapolation refe@rs t conic curve: A standard form of conics can be found
the use of a fitted curve beyond the range of aleser jn yang (2004) and Farin (1989) Eq. 1:
data and is subject to a greater degree of unogrtai
which may also reflect the chosen method used to
construct the curve as much as reflecting the errof(t) =
involved in the construction of fitted curve using
observed data. Where:

Particle Swarm Optimization (PSO) is an '
optimization technique proposed by Kennedy and
Eberhart by means of particle swarm (Weise, 2007)-Bf(t):[,zjti(l—t)z“
PSO incorporates swarming behaviors observed in !

Corresponding Author: Zainor Ridzuan Yahya, School of Mathematical SaésndJniversity Sains Malaysia, 11800 USM,
Pulau Pinang, Malaysia

B3 ()b, + WBE(t)b, + By (t)b,
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Fig. 1: The shoulder point: A rational quadraticthwi
shoulder poins and shoulder tangent through g
and gl

and:

b (i=0,1,2)

are control points of the Bezier curve and w is the

middle weight. Here we list some useful propertés
conics: For w < 1, we obtain an ellipse; for w |al
parabola; and for w > 1 a hyperbola:

The straight line segmentsg[b] and [b, b, are
tangents to r at r(0) ;land r(1) = b, respectively

hull of the control polygon

The point s = r(1/2) of a conic segment in its
standard form is called the shoulder point. It ban
computed from:

clg,l
200 2q
Where:
_by+twb, _wh+b
° 1+w 1+w

are called the characteristic points. The shoulde
tangent is spanned by gnd g. Note that the shoulder
tangent is parallel tm,.b,); see Fig. 1. As a

consequence:

108

where, m is the midpoint ofland b.

Particle Swarm Optimization: PSO starts by having a
population of particles initialized with random ftams
marked by vectorx, and random velocities, (Daset
al., 2008). The population of such patrticles is chide
'swarm’ S. Each particle P has two state variables

its current position;i(t) and its current velocit;i(t) t

is also equipped with a small memory which compgrise
of its previous best positigit), i.e., the personal best
experience and the beptt) of all P,g(t) i.e., the best

position found so far in the neighborhood of the
particle. The PSO scheme has the following algovith
parameters:

Vmax OF maximum velocity which restrictsTi(t)

within the interval [-Vha Vimad @n inertia weight
factorw

TWO uniformly distributed random numbers,
0<¢,,4, <1 on the velocity update formula

two constant multiplier terms ;@nd G known as

'self-confidence’ and ’swarm  confidence’,
respectively

Initially the settings forp(t) and g(t) are for all
particles. Once the particles are all initializeah
iterative optimization process begins, where the
positions and velocities of all the particles alerad

Forw =0, the curve segment (1) lies in the convexpy the following recursive equations.

The equations are presented for tediinension of
the position and velocity of th& particle Eq. 2 and 3:

Via(t +1) = vy (1) + Co, (P (1) — X4 (1)) @)
+Cy0, (94 (1) = X4 (1)

Xig(t +1) = X;g (1) + vy (t+1) 3)
The first term in the velocity updating formula
represents the inertial velocity of the particlencg the
coefficient G has a contribution towards the self-
exploration (or experience) of a particle, we relgaas
the particle’s self-confidence. On the other hatd
goefficient G has a contribution towards motion of the
particles in global direction, which takes into agot
the motion of all the particles in the precedinggram
iterations, naturally its definition 'as swarm ciolgnce’
is apparent. After having calculated the velocites
position for the next time step t+1, the first déon of
the algorithm is completed. Typically, this process
iterated for a certain number of time steps, orlunt
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some acceptable solution has been found by thaitialize weight (randomly chosen from [0, 1]) feach
algorithm or until an upper limit of CPU usage hagn particle;

reached. The algorithm is summarized in the follgwi Best Solution =1000;
pseudo code: Best Control Point = (0,0);

Best Weight =1;
The PSO Algorithm: For i =1 until last iteration
Input: Randomly initialized position and velocity of For j =1 until number of particle
the particles: X, (0) and V., (0). Update the control point of the particle;

Update the weight of the particle;
Evaluate solution (new Solution);

Output: Position of the approx. global optima* If new Solution better than best Solution

Begin
While terminating condition is not reached 6- . 5
For i =1 to number of particles

Evaluate the fitness&X ) 55

= - 5
Updatep, andg; ; ‘___\\ Initial swam position
Adapt velocity of the particle using Eq. 3; 45 .
Update the position of the particle; R

. 4 \
Increase i; \
end while 5 \
end % 7 \
0.5 1 1.5 2 2.5 3

Proposed technique: In our proposed method, we
estimate the control points by finding the inteteet  Fig. 2: Approximation of intermediate control point
point between the point connecting two adjacenn{soi
at both ends of the curve (Fig. 2). Then we chdbse 6
size of the search area to find the best valuetHer
control point. For example, we choose the seareleesp 5.5
size = 1 where the control point is identified imet

«

Search
search space (Fig. 3). To find the best weighindial > s;fse \
value for the weight will be assigned at randomnihie 45 9
range of [0, 1]. .

Our proposed algorithm starts by having an initial
swarm position with swarm size =25 Fig. 4. PSO is ;5
used to find the best control point and weightetable . \1
us to generate the best fitted curve to the giata.dlro 0.5 1 1.5 2 2.5 3
obtain the best solution, we use the sum squares er
method proposed by Yahyet al. (2006). We set
number of iterations = 50, inerti@=1.0and G=C,=
2.0. The pseudo code of our proposed technique is
given below. Figure 5 displays the results.

Fig. 3: Search space for finding intermediate cbmoint

6 " ’ "

55

Curvefitting algorithm:
\ Initial swam position

Get data points; 45 .
Approximate intermediate control point; 4 e
Determine search space to find intermediate control \\
points; 3.5 \
Initialization: 05 1 15 5 25 3
Initialize intermediate control point for each pele; Fig. 4: Initial swarm position of intermediate oahpoint
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Fig. 5: The swarm movements to find the best
intermediate control point (a) After TGteration
(b) Final iteration
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increase j;
end For
increase i;
end For;

CONCLUSION

Instead of using one of the usual direct techrégque
we use an indirect technique of soft computing
methods, i.e., PSO to fit a curve to a given datals
order to find the best solution, we map the curiteng
problem to the best PSO scheme. In the future, we
intend to use a similar algorithm in order to solve
surface fitting problem. The effects of changed
parameters found in the PSO scheme will also be
studied.
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