Journal of Mathematics and Statistics 6 (3): 356;2®10
ISSN 1549-3644
© 2010 Science Publications

A Monte Carlo Study of Seven Homogeneity of Variane Tests

'Howard B. Lee!Gary S. Katz andAlberto F. Restori
'Department of Psychology,
“Department of Educational Psychology and Counseling
California State University, Northridge, CA, 9138255, USA

Abstract: Problem statement:The decision by SPSS (now PASW) to use the unneabifevene test

to test homogeneity of variance was questionesvalé compared to six other tests. In total, seven
homogeneity of variance tests used in Analysis @fidhce (ANOVA) were compared on robustness
and power using Monte Carlo studies. The homogeoéivariance tests were (1) Levene, (2) modified
Levene, (3) Z-variance, (4) Overall-Woodward McelifiZ-variance, (5) O’'Brien, (6) Samiuddin Cube
Root and (7) F-MaxApproach: Each test was subjected to Monte Carlo analys@ugih different
shaped distributions: (1) normal, (2) platykurt{8) leptokurtic, (4) moderate skewed and (5) highly
skewed. The Levene Test is the one used in alieofatest versions of SPI®esults: The results from
these studies showed that the Levene Test is ndltkebest nor worst in terms of robustness and
power. However, the modified Levene Test showeg geod robustness when compared to the other
tests but lower power than other tests. The Sastmutbst is at its best in terms of robustness and
power when the distribution is normal. The resaoftshis study showed the strengths and weaknesses
of the seven test€onclusion/RecommendationsNo single test outperformed the others in terms of
robustness and power. The authors recommend thitdskal and skewness indices be presented in
statistical computer program packages such as $#§@ide the data analyst in choosing which test
would provide the highest robustness and power.
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INTRODUCTION median and the trimmed mean. They demonstrated
through Monte Carlo studies that the median and the
A very popular statistical package Statisticaltrimmed means outperformed the original test winen t
Package for the Social Sciences (SPSS now calledomogeneity of variance assumption was violated.
PASW) uses the Levene Test to test for homogewéity The modified Z-variance test is presented by
variance prior to conducting tests of the equatify Overall and Woodward (1976). Overall and Woodward
means in the t-test and One-way ANOVA (Oladejo and1976) had compared the robustness and power ®f thi
Adetunde, 2009; Zengt al., 2010; Mazahrelet al., modification against four other homogeneity of
2009). A question arose as to whether the desigaters variance tests: (1) Z-variance unmodified, (2) \bfis
SPSS chose the “best” test for homogeneity of maga  Hilferty (3) Bartlett and (4) Box. Using a serie$
since there are many others available. A subsequeMonte Carlo studies, Overall and Woodward (1976)
literature search produced some research on theneev demonstrated the superiority of the modified Z-aace
test (Gastwirthet al., 2009; Carroll and Schneider, test over the other four tests. Unfortunately, the
1985; Tomarken and Serlin, 1986). A further searchOverall-Woodward modification of the Z-variancettes
found other tests of homogeneity of variance idigtsi  is not well known. This modification appears ontya
by Overall and Woodward (1974; 1976); O’Brien technical report that may no longer be available or
(1981) and Levy (1975) that may have been a bettegasily accessible from the original source. Howgeer
choice than the Levene test. copy of this report can be obtained from the
Carroll and Schneider (1985) described the Browrcorresponding author of this article.
and Forsyth comparison of the original Levene Test The O’Brien Test is mentioned by Howell (2001)
two modifications of it. The original Levene Tested  but little research could be found on it. From OéBr
sample means. The modified Levene tests used tHa981) this test appears promising. With all ofstnhe
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more complicated formulas developed to attack they =The mean of the ith subgroup

problem concerning homogeneity of variance, there i - _

simple one that will also be used in this studyheT %i = The group means of thg Z

Fmax test developed by Hartley in 1950 (Paetial., Z = The overall mean of the;Z

1997) is very simple involving no more than compgti . ) )

the ratio of the greatest subgroup variance and thB€cision rule: Reject H if W>F (a, k-1, N-k),

smallest subgroup variance. otherwise do not rejectgdWhere: F ¢ k-1, N-k) is
In this study, seven homogeneity of variance test§"e upper critical value of the F-distribution wiki1

will be compared using a Monte Carlo approach. Théind N—k degrees of freedom at a significance lewel

seven tests are (1) the orlglnal Leven.e Test, (& T The modified Levene testThe modified Levene test is

\Tac;?;:ig I:I'eevs?ne( 4;—8?\}'03?%2% tg?/er:;(?ld\ll?/g,od(\?v)artgeZz_nearly identical to the original Levene test. The

variance test, (5) O'Brien Test (6) Samiuddin Cubet _d|ﬁerence_|s that the _med|an 'S u§ed msteac{frhlean

Test and (7) the Fmax test. A major goal of thelgis N cOMputing Z. Thatis Z, =|Y, -¥,[ . whereY, is the

to evaluate just how good the original Levene test median of the ith subgroup. This is the modificatio

when compared to these other alternatives. “Goaines studied earlier by Brown and Forsyth is referenced

of each test is determined by examining the rolmsstn Carroll and Schneider (1985).

and power for each test. Should SPSS and other , _ ,
statistical packages consider using other testagalo | N€ Z-variance test: The large sample normal deviate
with the Levene? transformation of chi-square proposed by FisheB%)9

formed the basis of the Z-variance test. The foamul

The Levene testin 1960, Levene proposed an alternativerisher (1995) presents iZ =2x2 - /2(df)=1. It is
method to the Bartlett Test (Klotz and Johnson3) 86 well known that sample variances tend to have a chi

testing the assumption of homogeneity of variarme f s dpiby
_ ) quare distribution (Overall and Woodward, 1974).
independent sample ttest and ANOVA designs. Th‘ﬁormal deviate transformation is used to obtairc@rs

Bartlett_ test works We". fo_r data that are normatly equivalents of the sample variance. Sample varigce
approximate normally distributed. The Bartlett tdses related to the chi-square by use of the following
not fare well for data that follow a leptokurtic skewed

distribution (Overall and Woodward, 1974). Accoglio formuila:
Levene (Gastwirtlet al., 2009), the test he proposed was , _(n-1¢
less sensitive to departures from normality. Tdags X1 = a2
that the Levene Test had fewer Type 1 errors than t
Bartlett Test for distributions that were aberrémm These are then used in an F-test to determine if
normality. they are different. This F-test is presented umber
The Levene Test is defined as the following: of elementary statistic textbooks (Comrey, 2009:;
Mendenhall and Beaver, 1991).
H,:0?=0%=02=---=0? Overall and Woodward (1974) found this test to
perform very well for data that are normally distried.
H,:0% # o> for at least one pair (i, Their Monte Carlo studies discovered that this test

produced too many Type 1 errors when samples are
nc{rawn from leptokurtic or skewed distributions.

If Y;'s represent the raw scores on the depende The null and alternative hypothesis for the Z-

measure- variance test is the same as the one for the LeVese
e The test statistic as written by Overall and Woodiva
(N-K)xn,(Z-2) (1974) is:
W = i=1
k T =\2
k-1 -Z k
(k-123(z-2) iz
Where: k-1
N = Total sample size Where:
n = Samele size for group e(n-18 S
2= [%-¥| i B VTR U
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c =2+1/n (1981) has claimed that his test is a general naethat
S? = The unbiased estimate of variance for the ithdoes fairly well for behavioral science data. O&Bri
subgroup or cell in the design (1981) states that the test is robust to datadbparts
n; = Sample size for ith subgroup from normality. It is also easy to program intaotistical
MSE = Pooled within group error variance (MSW in packages like SPSS, it is competitive with othetstén
one-way ANOVA) terms of power and it can be easily used in differe

ANOVA designs with equal or unequal sample sizes.
The Z's are assumed to be approximately unitO'Brien (1981) stated that not much research ha&s be
normal with zero mean. done on this statistic.
The computational operations for this test are
Decision rule: Reject H if F > F (@, k—1,0), otherwise  straightforward. Every raw score,; ¥n the study is
do not reject i Where: F ¢, k-1, ©) is the upper transformed using the following formula:
critical value of the F-distribution with k-1 and

degrees of freedom at a significance leval.of v \?
9 g v =M -19:(Y-Y) - 58(n-}
The Overall-Woodward modified Z-variance test: ' (n-9Y(n-2
To counter the distortions of the original Z-vadan
test, Overall and Woodward (1976) conducted a serieWhere:
of studies to determine a c¢ value so that variantése %Y

, the mean for each subgrou

Z; would remain stable when the sample data deviat% g
moderately from normality. Using regression, Overal "~
and Woodward (1976) found a c value based on sample _
size, skewness and kurtosis. They determined etab __>(Y,~Y| , ,
scaling coefficient that affects the variability thie Z 32:1_@,7_11' the unbiased subgroup varian
values. '

The new formula for c is:

1n-18K+143 /p
o 2'0(2'91'2/”)

The mean of the V-values per subgroup will be
equal to the variance computed for each subgroeip, i

vV = Zvij =g?
1 n 1

Where:

n; = The sample size of the ith subgroup

K = The mean of the kurtosis indices from all
subgroups

The test statistic for the O'Brien Test will besth
F-value computed on applying the usual ANOVA
procedure on the transformed scorgs V

The index of kurtosis used by Overall and A A .
. Samiuddin cube-root test: Samiuddin and Atiqullah
Woodward (1976) is the 4th power of the Z-scores . . .
within each sample (subgroup) divided by2rdegrees (1976) developed a homogeneity of variance testhvhi

he refers to as the Bayesian test of homogeneity.

of freedom: Samiuddin and Atiqullah (1976) show that the “cube-
. root” test is superior over some other tests sicta
K = 27 Bartlett test when the sample distributions are not
n-2 homogeneous. However, Levy (1978) has shown
Samiuddin and Atiqullah’s findings to be flawed or
Where: misleading. This study will re-examine the Samiuddi
Test in terms of robustness and power and in
X =X comparison to some other homogeneity of variance
Z :ﬁ tests not tested by Samiuddin and Atiqullah (1%t&)
/iTSE Levy (1978).
i If X5 (=1,2,..kj=1,2,.., Hare normally

distributed with mean ;pand varianceo?, Samiuddin
O’Brien test: As a fifth comparison for this study, the . . ) )
O'Brien Test (O'Brien, 1978; 1981) was used. Owgri 2and Atiqullah (1976) definess’ = X(x-w) and

361



J. Math. & Stat., 6 (3): 359-366, 2010

s’ = 51*2/\{ , whereM; =2 x; /ni andv, =n -1. When Monte Carlo study of robustness:in this section, the
first analyses were done to determine how well each

ol =02=..0., Samiuddin and Atiqullah (1976) test performs when there is no bias. That is, the

samples are drawn from a normal distribution with

2 . . . .
shows 3'(m, - m)’/# is approximately distributed as a equal variances. For all tests in this study, theesfour

»* with k-1 degrees of freedom where: groups arranged as a fixed effects completely
va randomized design ANOVA. With four groups, two

m :(L] (1_iJ different sample sizes were used: n = 10 and n.= 30

S 9v This was the same arrangement used by Overall and

Woodward (1976).
- 2(§)zs Ve A computer program was written to carry out the
analyses. In selecting a random number generdter, t
one described by Overall and Rhoades (1981) wak use
and: This algorithm produced random numbers that follow
normal distribution. Three thousand simulated four-
m group experiments were analyzed for each sampde siz
[Z 'J The Levene, modified Levene, O'Brien, Fmax,
m= [ Samiuddin, original Z-variance and modified Z-
%)

variance test statistics were computed for each
simulated experiment. The computer program counted
] the number of times the null hypothesis was regkate
The Fmax test: Hartley in 1950 developed the Fmax theq = 0.05 level for 3000 experiments. The probability
test (Pardaet al., 1997). It is very simple to calculate aggqciated with each test statistic was computie) as
and evaluate. The null and alternative hypotheses subprogram developed by Jaspen (1965) and Veldman

the same as specified for the Levene and othes. tést  (1967). The results of these tests are given infitse
test statistic is just a simple ratio between #@dst  gjumn of Table 1.

subgroup variance and the smallest: The analyses were repeated for the same sample
sizes with non-normal distributions that still had

F :Szargest homogeneous variances. Following the descriptions
MR et provided by Overall and Woodward (1976) simulated

experimental data were created for leptokurtic,

A table of values created by Hartley evaluates th@latykurtic, chi-square (df = 6) and chi-square £d5)
the test statistic exceeds the critical value thdl n @pproximate skewed distributions where the chi-sgjua
hypothesis is rejected. The Hartley Fmax test haglistribution with 6 degrees of freedom is less skew
appeared in many older advanced statistics texthooknan the one with 5 degrees of freedom. Three thuis

such as Winer (1971) and Kirk (1994). simulated experiments were analyzed by the seven
methods for each of the non-normal samples fotwioe
MATERIALS AND METHODS sample sizes. The frequency that the null hyposhesi

was rejected at the = 0.05 level for each method

Test comparisons: To compare the Levene, modified (Levene, modified Levene, Fmax, Z-variance, Modifie
Levene, O'Brien, Fmax, Z-variance and modified z-Z-variance, Samiuddin and O'Brien) for —each
variance tests a series of Monte Carlo studies werdistribution-type (normal, leptokurtic, —platykurfic
performed (Agunbiade and lyaniwura, 2010; Aletél.,, ~ moderately skewed, highly skewed) for each sample
2008; Ranat al., 2008). Each statistic is evaluated in Siz€ (n = 10, n = 30) is given in Table 1.

terms of robustness and power. For robustness, the ]
fewer Type 1 errors a test makes (falsely claimingonte Carlo study of power: The next major
unequal variances, when in fact the variances argonsideration is the power of each test. Will thstt
equal), the greater the robustness. (Abu-Shawiesiccurately detect real differences between the
2008; Vrbanek and Wang, 2007). With power, thesubgroups with heterogeneous va_\r_|ances? Qverall and
higher the number of correctly detected unequalVoodward (1976) found the modified Z-variance test
variances, when in fact they are unequal, the grehe 0 outperform the original Z-variance test as vasl
power of the test. several others when the true underlying distribui®
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normal or platykurtic. Overall and Woodward (1976) be rated fourth with the Fmax test and the Samiuddi
did not make any comparison between the differentest tied for fifth in the comparison. The originai
homogeneity of variance tests for the other typks ovariance test fared the worst in the comparisouerall
distribution because of the large number of Type land Woodward (1976) had previously demonstrated
errors found during the robustness phase. Howevethat the modified Z-variance test was superiorhe t
such high levels of Type 1 errors were not foundfie  original Z-variance test in terms of robustnesse Tsts
Levene Test or the modified Levene Test in theenirr of interest here are how the two versions of the Z-
study. Hence in the study reported here, the twehe variance tests and the O’Brien, Samiuddin and Fmax
test are compared to the two Z-variance tests, th&ests fared against the highly popular Levene T@st.
O'Brien test, the Samiuddin Cube Root test and thevery comparison, the modified Z-variance test
Fmax test across the five different distributio@serall  outperformed the Levene Test. In cases involving
and Woodward (1976) found the modified Z-varianceleptokurtic and skewed distributions, the LevenestTe
test to be slightly less powerful than the origi@al did better than the original Z-variance test. Shew
variance test. there are no differences between the sample vasanc
A series of 3000 simulated 4-group experimentgnull hypothesis is true), the modified Z-varianest
were created where the group means were equahéut did better than the original Z-variance and Levegsgs.
sample variances were different. Using the sarhgpse The O’Brien test did better than the modified Ziaace
as found in Overall and Woodward (1976), the groupest. In almost all tests the modified Z-varianest and

variances followed the ratio of 1:2:3:4. the O’Brien test did better for larger samples tffian
smaller samples. The very simple Fmax test did els w
RESULTS or better than the original Z-variance test. Agesteby

Carroll and Schneider (1985), the modified Levesst t
Monte Carlo study of robustness:The results from using the median outperformed the original Levers. t
these Monte Carlo studies demonstrate that th&he Samiuddin Cube Root test was at its best when t
modified Levene performed the best in producingdistribution was normal. It also performed well for
overall the fewest type 1 errors across all distidns.  distributions that were platykurtic. For other disiitions
In every distribution and sample size studied, thetwas not as good as the original Levene test.“bhst”
modified Levene had values below 0.05. The next besvalues in Table 1 are in bold print.
in an overall sense is the O'Brien test. Exceptsioall
samples case (n = 10) combined with a skewed/onte Carlo study of power: For normal and
distribution, the O’Brien test also had more valuesplatykurtic distributions with the larger sample=r30,
below 0.05 than the other remaining methods wheithe modified Z-variance test correctly rejected tha
both samples sizes are taken into consideratioe. Thhypothesis more often than the Levene Test. Thgnati
Overall-Woodward Modified Z-variance test was theZ-variance test was either the best or secondvaaesh
next best and matched the O’Brien test very weltlie  the underlying distribution was normal, leptokursind
larger sample size. The unmodified Levene Testccoulskewed for both n = 10 and n = 30 sample sizes.

Table 1: Observed relative frequencies of typerdre for analysis of samples with equal variarRelustness)

Normal Leptokurtic Platykurtic Moderate skew (d6¥F High skew (df = 5)

n=10

Levene original 068 133 091 135 149
Z-VAR original 032 526 004 168 211
Z-VAR: Over-wood 057 040 055 085 087
OBRIEN 048 038 037 061 060
Hartley FMAX 058 518 004 167 196
Levene modified 032 039 022 036 038
Samiuddin cube 039 521 005 164 197
n=30

Levene original 064 072 093 112 120
Z-VAR original 037 546 001 181 216
Z-VAR: Over-wood 039 027 052 057 059
OBRIEN 042 032 054 054 051
Hartley FMAX 037 522 002 174 204
Levene modified 048 040 025 042 040
Samiuddin cube 035 542 002 177 217

“Decimal points were omitted to save space
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Table 2: Observed relative frequencies of typerdrerfor analysis of samples with unequal variaipoever)

Normal Leptokurtic Platykurtic Moderate skew (d6¥ High skew (df = 5)

n=10

Levene original 337 484 261 459 476
Z-VAR original 340 888 008 621 651
Z-VAR:Over-wood 293 233 231 291 287
OBRIEN 240 169 200 204 201
Hartley FMAX 330 893 011 601 632
Levene modified 201 236 65 146 145
Samiuddin cube 349 889 009 615 642
n=30

Levene original 853 913 712 826 829
Z-VAR Original 909 1000 080 952 953
Z-VAR: Over-wood 892 767 805 604 586
OBRIEN 837 561 762 432 404
Hartley FMAX 913 1000 094 945 955
Levene modified 804 839 306 533 509
Samiuddin cube 914 1000 083 950 954

The Samiuddin test did better than the original Z-than the other tests for four of the distributions.
variance test for both sample sizes when the bigion  Although the Levene test was not a standout ingerm
was normal. The Samiuddin and Fmax tests werereitheobustness, power, sample size and distributidmge,
as good as or slightly better than the originalafiance it did not have the peaks and valleys as demoestiay
test when the distribution was leptokurtic. The @88  the two Z-variance tests. On robustness, the Leteste
test did its best when the distribution was normial never attained the = 0.05 mark on any of the tests. It
platykurtic and the sample size was 30. In gené¢nal outperformed the modified Z-variance test in temhs
O'Brien test was less powerful than the other tests power only for the small sample é110) case for the

In terms of power, it appears that the original Z-platykurtic distribution. The O'Brien test appeaosbe
variance test fared the best for n = 10 distrimgiof the weakest in power. The Fmax test resembled the
varying kurtosis and skew. However, the Levene tesobriginal Z-variance test. The simple Fmax test ltesu
consistently showed more power than the Overall anevere surprisingly good. This simple test seemedao
Woodward modified Z-variance test. However, itquite well in terms of robustness and power. The
should be noted that nearly all of the n = 10 asedy modified Levene Test outperformed the original Leve
showed minimal power, as expected with this smallTest in terms of robustness. However, the revemss w
sample size. Notable exceptions to this were thérue when considering power. For a normal distidyu
original Z-variance test and Fmax test for leptokur and large samples, the Samiuddin test was fourmb to
distributions. The original Levene Test outperfodme the best of the 7 tests. The Samiuddin test didyfai
the modified Levene test on both sample sizes and f well with both sample sizes except for the platyicur
all five types of distributions. The data shows th distribution in terms of robustness and power.
modified Levene Test to be the worst amongst the 7 The utility of the modified Z-variance test ane th
tests in terms of robustness except when theldigtoin ~~ Samiuddin Cube-Root test is high, especially insého
was leptokurtic or platykurtic for n = 10. cases when the researcher with a priori evideneks fe

For large samples, the original Z-variance testthat the data approximates a normal distributioth \&i
Samiuddin test and the Fmax test exhibited thetgsea wider spread. Overall and Woodward (1976)
power except when the distribution was platykufier ~ recommended that a better ¢ value be found through
the platykurtic distribution for n = 30, the moéifi Z- empirical means. The authors of this study agre¢ th
variance and the O’Brien tests were the best. Dest”  the search for a highly robust and powerful tedl st

values are printed in bold in Table 2. needs to be found.
DISCUSSION CONCLUSION
When considering robustness, the modified Z- In light of these findings, perhaps computer

variance test appears to be superior over the leesad programs should not be limited to only one statiti
original Z-variance tests. The O'Brien test didtbet test for homogeneity of variance. It would be hjghl
than the modified Z-variance test. However whenuseful for the researcher to be able have sevéthkse
looking at power, the original Z-variance test \batter  tests available in a computer output. The user of
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