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Abstract: Problem statement: We considered two types of sequences of ordesdibtstal discrete
data i, ip...in, 1Si1< ip<... ignand j= 1,2,...,n,j =1,2,...,n. The first type is the erdtatistics of a
sample of size n taken from the uniform discresdritiution on the set S = {1,2,...,n}, @ N*. The
other type is the increasing ordered word of lengtlaken from the set S = {1,2,...,n},m N". We
studied a common property of both types of sampéesely the number of elementsij, ij = 1,2,...,n,
j=1,2,...,n.i.e., we find the number of integereach sequenceg i...i, satisfying the condition C:

ij = j, for both types. We obtain the probability disition functions as well as the asymptotic
distributions of the random variables representing number of integers satisfying condition C.
Approach: We employed combinatorial tools to obtain the nambf samples having j elements
satisfying condition C in both types, j = 1,2,.. Results: For large riJ N¥, we found that the expected
value of the number of samples of the second seuesfying condition C, is much larger than thathef
first type.Conclusion: The result can be used to distinguish betweere thves data.

Key words: Discrete order statistics, increasing ordered wongrobability distributions, limiting
distributions

INTRODUCTION For both types of ordered data each we find the
number of integers in the sequence satisfying the
We consider two types of sequences of otblerecondition C: j=j, i, j = 1, 2,.., n. Let M and M

statistical discrete data, I,...i,, with 1<i;<i,<... i.<n  denote the random variables representing the nuofber
andj=1,2,..,n,j=12,...,n The first type is the arde integers satisfying condition C in the sequencethef
statistics of a sample of size n taken from thdouni ~ first type and the sequences of the second type
discrete distribution on the set S = {1,2,...,n},0rN*.  respectively, f m' = 1,2,...n. The probability
The number of all possible ordered statistical e~ distributions as well as the asymptotic distribngioof
data is A The second type of such ordered statisticaM® and M will be given by the following two
data is the ordered increasing worgh. i.i, with 1<i;< theorems.

i.<... ix<n., of length n taken from the set S = {1,2,...,n},
nON*. The number of all such ordered increasing

words is (Zn_lj, (Tomescu and Rodenau, 1975). Both P(M° = k):m(EJ n"™* k=1 0
" n"{n)(n- k) '

Theorem 1: For M° as above, we have:

types of sequences can be considered as ordered
statistical discrete data. If one claims that bothCorollary 1: Let Y° = M2 then as:
sequences are the ordered statistics of a sampleeoh
from the discrete uniform distribution on the settBen
we have to develop a method or a test to distsigui
between the real set of ordered statistics and the
ordered word. Py >t)=e®",  t>0

To achieve this, we are going to study a common
property of both sequences described in what This is the same limiting distribution for Raylkig
follows: distribution, (Johnsost al., 1994).

Nn— oo
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Theorem 2: For M! as above, we have:

[zn_ljp(w k)= [ 2n ](k/n),kzl,Z,...,r
n -k
Corollary 2: Let Y= M¥n*? then as:

n- oo

PY'>t)=e®, t>0

This is the same limiting distribution for Weibull
distribution with shape parameter 2 (Johnsbral.,
1994).

MATERIALSAND METHODS

To prove Theorem 1, let,ll,,...,I, be a random
sample of size n from the discrete uniform disttitn
on the set S ={1,2,...,n} and, ii,,..., iy, with 1< i;<
i<...<ip<n, be its order statistics. Lej Bbe the event
that i = j and P (n, k) be the probability (inclusive)lof

order statistics being such that=ij, s=1,2,... )k
k=1,2,...,n. Then:
P(n.k)= > P(EE.E k= 123.,

I<ip<ip<..ig<n

Using the joint distribution of k discrete order
statistics (David, 1970), then

(-1, =, ). (0 )

J""l(_,[) Ui(lil_)l[U(iz) - U(i]) |

P(n,k)=

2

I<iy<ip<.<ig=n

1(iy)

1)

- U(ik)]n_ik-"du(ik) Ay, dy,

is/n

(is

where, j
0o

, for example we have:
-1)/n

i/m

e

n i

P(n,1)= Z(

which after integrating by parts and summing oyerd
get:

]nll

)l

|
P(n1)=2
n

.Zn: (@®'[n -]~ [n
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In general the sum (1) is found to be:

ilil(iz_il)iz_il---(n _ik)n_ik
i1, =i )%..(n i )!

" p(n,k)=
ni

2

I<iy<i,<.<ig<n

()

By using the well known Abel extension of the
binomial theorem (Riordan, 1979), we get:

nn n-k j+k-1
Temi=3 (5 3)
n! =
Employing the inclusion-exclusion formula
(Riordan, 1978), we get:
nn 0 n o j\n=s j+s-1
—P > = —
weee=n=g o ()5 (7]
’ 4)

j
r,]—r =12,..,n
J!

Simple manipulation after the

summation signs in (4), we get:

interchanging

P(M°>r)= n:](!:n__rr)' =1 2,...,r (5)
From (5) we get:
> _ .\ _  nlkn"k

L ey ©

and Theorem 1 is proved.
To prove Corollary 1, from (6) we write P (Y> r-1)
as:

r-1
P(M >r-1) = ” * i/n) 7)
by taking the logarithm of both sides of (18) arsihg

the well known approximation In (1+% x, for -1<
x<1, we get Corollary 3.

Corollary 3: For large n, the expected value BYYs
given by:

N
e

We outline the proof of Theorem 2 as follows, we
consider a sequencdsi..i, and let §, j,,...,jx be the
subscripts of k of the i's satisfying the ciimh C:

E(Y°)=
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_ 1\ k
with k or more elements (inclusive) satisfying sthi S; 1
condition is given by the following lemma.

£ (5 0

Interchanging the summation signs in (12), after

iis = js S = 1,2,...,k. The number of sequences H(n,k), (2n_le(M12 K= n (:D H(n.s)

(12)

Lemma 1: (without proof):

HK = Y Qoo k) simple manipulation, we get:
1< <jp<.<jgsn
2n-1 " 21
Where: ( ) jP(M 2 k)=[n_k) (13)
24-2) (20-i)-1) [ 2i-icd-1) [ 2n-2ic i
Q(jl,jz,...,jk):[_ J( o J[ o j[ _ j (8) from which Theorem 2 follows.
h— J2=h Jk Tk n=jy

Corollary 2, can be easily proved by expanding
the binomial coefficients in (13) and take the ldthen
of both sides using the approximation In (£z)z for
large n, -1< z < 1., (Balakrishnan, 1997), we get

Lemma 2: Let H (n, k) as in (8), then:

= j n-j

Corollary 4: Let Y'= MYn*? then as:

Proof of Lemma 2: We write H (n, k) as: n- oo
2} 2(j2=J) 1 = —t?
Hin k=2 ¥ U[ | J Pebmen, 20
isp<j<.<jsn \ 1\ J27h

(2(J’k—jk,l>j[2n—21kj (10) RESULTS
Jk=ka n=jy
From Corollary 1 and 2, we see that the expected

values, E(Y) and E(Y), of Y! and Y are

in (10), we put 41 =k, jz1 =1 = by ficde = b approximated, respectively, by:

N-jx = k1, then we have 0, j = 0,1,...,k+1 and
k+1

>l =n-kaccordingly H(n, k) becomes:

nm
i=0 E(Yl): 2
k lj+2 2l
H(n k) =262 % ﬂ (I 1]{| j and
112037 =n—k =1\ ke
= gk z (%j d (I'+zj {ZIMJ - E(Y°) = Vi
1,207 =n-k Iy (I:J 1+ lot \/E
The sumin (11) is the coefficient dfR in: Th? difference DE = (E(Y-E(Y?) will be
approximately equal to B=aJ/nmm - ® as n-w,
g (X) — ((1_4)()1/2)2 ((1_4X)—l/2_1)/x)k=l Whel’e a :1/\/5_ J/ 2.
Using the substitution x = z / (1#zpnd using DISCUSSION
Lagrange’s theorem for implicit function (@den
and Jackson, 1983), (11) will be equal to the dciefiit The sequenca,ii,... iy, with 1< i1< i,<...< i, <n,

of Z"%in the expression (1-%X1+zf™, Lemma2is Wwhether it is from the first type or the secondetys a
proved, satisfying this condition is given by the kind of weak discrete records. Thus, in this agtioke

following lemma. found two distributions of functions defined on ske
To prove Theorem 2, we employ the inclusion-types of records which can be considered an additio
exclusion formula (Riordan, 1978) to get: records’ literature. A feasible extension to thessults
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If we consider the condition C, introduced before
as a concordance condition of the elementith j, i,
j =1,2,....,n., then the number of concordancesigv
smaller than that of K This makes sense, since the
sequences of the first type represents the realityle
the sequences of the second type (ordered incrpasi
words) can be looked at as fabricated sequences, Th
obtaining a large number of concordances is an
indication of fabrication.
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