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Abstract: Problem statement: Several studies have been carried out on the rnmgdelf claim
severity data in actuarial literature as well agnsurance practice. Since it is well established the
claim cost distributions generally have positiveosort and are positively skewed, the regression
models of Gamma and Lognormal have been used Iutitivaers for modeling claim severities.
However, the fitting of claim severities via regie® models assumes that the claim types are
independent.Approach: In this study, independent assumption betweenmclaypes will be
investigated as we will consider three types ofajalan motor insurance claims namely Third Party
Body Injury (TPBI), Third Party Property Damage @A) and Own Damage (OD) and applied the
normal, t, Frank and Clayton copulas for modeliegpe&hdence structures between these claim types.
Results. The AIC and BIC indicated that the Clayton is thest copula for modeling dependence
between TPBI and OD claims and between TPPD andclaiins, whereas the t-copula is the best
copula for modeling dependence between TPBI andDTélRims. Conclusion: This study modeled
the dependence between insurance claim types osjmgas on the Malaysian motor insurance claim
severity data. The main advantage of using coputhdt each marginal distribution can be specified
independently based on the distribution of indiaduariable and then joined by the copula which
takes into account the dependence between thesblesr Based on the results, the estimated of
copula parameter for claim severities indicate thatdependence between claim types is significant.
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INTRODUCTION is the determination of appropriate premium rate,
especially in low premium and high volume non-life
The pricing of premium for fire, motor and insurance businesses, which can be accomplished via
workmen compensation insurances in Malaysia isstatistical modeling.
governed by their respective tariffs formulated by Statistical modeling of premium rate requires two
General Insurance Association of Malaysia (PIAM).crucial estimates; the probabilities associated wlhie
The main objective of tariffs is to guarantee theoccurrence of insured events namely claim frequency
premium rate to be at least at the level requingedhle  and the magnitude of such events namely claim
Malaysian government, ensuring the price compaetitio severity.
among local insurers to be above the market's Claim frequency can be defined as the number of
economic level. However, one of the effects caused claims per exposure unit, whereas claim severityheés
the world economic crisis in 1997 is the process ofaverage claim cost per claim. Based on the actuaria
liberalization spreading gradually in most finamcia literature, statistical estimates of claim frequerand
sectors in Malaysia, including non-life insuraneetsr.  severity are often calculated through the procefss o
Therefore, a thorough and comprehensive preparatiogrouping risks with similar risk characteristicy fihe
towards the development of a more matured and opegpurpose of establishing “fair” premium price, knoas
insurance market should be undertaken by the sectaoisk classification.
and regulatory concerned. In achieving this targat Several studies have been carried out on the
of the main tasks that should be given serioustitie = modeling of claim severity in actuarial literatuae well
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as in insurance practice. Since it is well esthblisthat  serial time dependences through t-copula by asgumin
the claim cost distributions generally have positiv the marginal distribution for claim severity datdidws
support and are positively skewed, the distribigiofi a Generalized Linear Model (GLM) and Frees and
Gamma and Lognormal have been used by practitionei/ang (2006) model time dependencies for count data
for modeling claim severities. For examples, by using elliptical copulas. Introductions to cogmikcan
McCullagh and Nelder (1989) fit the UK own damagebe found in Frees and Valdez (1998).

costs for privately owned and comprehensively iedur The objective of this study is to model the
vehicles using Gamma regression model by assumindependence between insurance claim types using
the coefficient of variation is constant within €k@s copula. The copula models are applied on the
and the mean is incorporated in the model via amMalaysian motor insurance claim severity data whsch
inverse link function, Brockman and Wright (1992%) f divided into three types namely TPBI, TPPD and OD.
the UK own damage costs for comprehensive motoB6pecifically, two stages of fitting will be involde
policies also to the Gamma regression via a lof lin First, the TPBI, TPPD and OD claim severities are
function, Renshaw (1994) fit the UK motor insurancefitted independently to the regression models of
claim severity also to the Gamma regression viaga | Gamma and Inverse Gaussian. Then, for investigating
link function and Ismail and Jemain (2009) fit the the dependence between claim types, the TPBI, TPPD
Gamma and Inverse Gaussian regressions via the lognd OD claim severities are fitted, compared astkte
linear and inverse link functions to the Malaysmator  on the Normal and t-copulas which belong to the
claim costs data. As a comparison, several acluarialliptical families and the Clayton and Frank cazul
studies also reported claim severity results froonmdal ~ which belong to the Archimedean families.

distribution via Box-Cox transformation and one tsuc

example can be found in Harrington (1986) who ditte MATERIALSAND METHODS
two types of motor insurance data, the UK and the
Massachusetts data. Gamma regression model: Let G be the random

However, the fitting of claim severities through variable for claim severity or equivalently the iola
regression models assumes that the claim types aoest for theth risk class, i = 1, 2,...,n, wheredenotes
independent. In this study, such assumption will behe number of risk classes. If; Gllows a gamma
investigated as we will consider three types ofdistribution, the probability density function (jdé:
Malaysian motor insurance claims namely Third Party
Body Injury (TPBI), Third Party Property Damage 1 v

Gv Gv
] oo o

TPPD d Own D oD d lied la forf (ci;1 V) = -
( ) and Own Damage (OD) and applied copula forf(c;;1;,Vv) Fve L "

modeling the dependence structures between these
claim types. In other words, instead of implemegtin
traditional univariate claim analysis, we will pemin a ~ with mean, E(§ = p and varianceVvar(C) = v'y?,
bivariate analysis for claim severity data, takingo  where v denotes the index parameter. To incorporate
account the possibility of damage in an accidentivh covariates and to ensure non-negativity, the mean i
resulted in more than one claim types and taking in jncluded in the regression model via a log linkdiion,

consideration the impact of dependence of one claimyy, y=x'3, where x denotes the vector of

type on another claim type incurred out of the same . .
gcpcident yp explanatory variables anf the vector of regression

Copula model expresses the joint distribution ofParameters. The regression paramefeand the index

two or more random variables by separating thet joinParameter, v, can be fitted using maximum likelithoo
distribution into two contributions; the marginal Procedure.

distributions  of individual variables and the
interdependency of probabilities of individual \abies.
An advantage of copula is that each margina
distribution can be specified in isolation of othemnd ,
then joined by the copula. Copula models have bee 1 1 -Y
applied in several areas such as finance, insurande ?(Ci H.0) = o2nc ex{_%(q“_;l] } ¢>C (2
environmental studies. In actuarial literature,dsrand ' '

Valdez (1998) and Klugman and Parsa (1999) applied ]

copulas for modeling claim sizes and allocated losdvith mean, E(§ = i and variance,Var(C)= o},
adjusted expenses, Frees and Wang (2005) handleserec denotes the scale parameter. The mean is also
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included in the regression model via a log linkdiion, The marginal parameters and copula parameter
log(y, )= x'B and similar to the Gamma regression, the(correlation parameter) can be obtained using maxim

regression parametefsand the scale parameter,for likelihood procedure.

the Inverse Gaussian can be fitted using maximum la: Th I of q oint cdf i lled
likelihood procedure. t-copula: The copula of a student t joint cdf is called t-

copula. Ifp is the correlation parameter and v is the
Normal copula: The idea of Sklar's Theorem for a degrees of freedom, the pdf is given by:
two-dimensional cumulative distribution functiord(y;

F, is to represent the function into two parts; the vy T
marginal cdf, Fand the copula, H, which describes the 1 F(Ij
form of dependence in the distribution. BothalRd H ~ h(u,,u,)==>
2 v+1
are connected by the cdf: F(T)
) v+l
F(e.¢)=H(E @)k (G)F HU.u ®) (“(Ff(ul))zj z
\
where, U and U, denote the standard uniform random . . (8)
variables. [1+(F1(Ul))]
By differentiation, the corresponding probability v v
A ) o 2
distribution function (pdf) is given by, 1-p? EHU)P+ (B )= 2
1 1
f(c,,c,)=1,(c,).f,(c,)h(u,,u,) (4) 14 2P(E(W))(E" (W)
vy1-p?
where, fis the marginal pdf and h the copula pdf.

We will fit two families of copula; the elliptical
and the Archimedean. An elliptical copula corresfmon Similar to the normal copula, the marginal
to an elliptical distribution by the Sklar's TheareLet  parameters and copula parameter (correlation
F be the multivariate cdf of an elliptical distrtion,  parameter) for t-copula can be obtained using
whereas let Fbe the cdf of the ith margin anf™,  maximum likelihood procedure.
i=1,2,be the inverse function (or the quantile

function). The elliptical copula is: Clayton copula: An Archimedean copula is

constructed through a generatby as:

H(u,,u,)=FFE" (u),E (u) 5
(k)= FE 5 (1) © = etewrew) ©)
The copula of a normal joint cdf is called normal

copula. Ifp is the correlation parameter, the pdf of a
normal copula is given by:

where,¢ ! is the inverse of the generator andaddd U
are standard uniform random variables. A generator
uniquely determines an Archimedean copula.

The generator of Clayton copula with space

(pF_l(?l Dk +1(p':l(u2 Y parameterq, is given by:
h(Ul U, )= 1 ex _1- —ZDF (li )F Z(Li ) (6)
1-p? 2 1-p d(u)y=u“-1 (10)
and the inverse is:
The likelihood function depends on the association¢—1(u): (u+1y%e (12)
of copula and marginals. As an example, if the
observed severity arise from the first and secdaiinc From the generatom, and the inversed ™, the

types where the marginal density functions respelti  copula of Clayton can be obtained:
are f(cy) and §(c,), the contribution to the likelihood

can be written as: H(u,,u,)= (U + u® - 1y (12)

L, =f{c,c)=f,(c)f fch(u,u) (7 and the pdf is:
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14—2

a7

ro)

)= 07— S i) () (e + - Fe ()

The marginal parameters and copula parameter

(space parameter) can be obtained using maxi
likelihood procedure.

Frank copula: The generator of Frank copula with

space parameteu, is given by:

o(u) = m(e_w_a_ 1] (14)

and the inverse is:

o (u)=-ZIn(1+ & (6" - 1) (15)
a

From the generatorp and the inversep™, the
copula of Frank can be obtained:

Similar to the Clayton copula, the marginal
parameters and copula parameter (space parameter) f
Frank copula can be obtained using maximum
likelihood procedure.

RESULTS

mum ) . "
The database for the Malaysian claim severities,

which is supplied by Insurance Services Malaysia
Berhad (ISM), provides information on private car

insurance portfolios in years 2000-2003. The sample
data contains 572,627 policies with 52,522 (9.17%)
claims which can be categorized into three claipesy

OD, TPPD and TPBI. The risk of each claim is

associated with four rating factors namely scope of
coverage, vehicle make, vehicle cubic capacity and
vehicle year and the rating factors and classes are
shown in Table 1. The best regression models for
gamma and inverse Gaussian, each for OD, TPPD and
TPBI claims, are presented in Table 2-4.

Table 1: Rating factors and rating classes
Rating factors

Rating classes

Coverage Comprehensive
Non-comprehensive
1 (™ —1)(e"™ - 1" - 1 Vehicle make Local
H(u,,u,)= o In| 1+ P (16) Foreign
(e - ]) Vehicle cubic capacity (cc) 0-1000 cc
1001-1300 cc
. 1301-1500 cc
and the pdf is: 1501-1800 co
1801+cc
h(y ,u,)=-0 (€™ + (e + 1 Vehicle age 0-1 year
_q 2-3 year
(€ -1 an 4-5 year
_ —au ~au, \2 6-7 year
o _ au;  S0auy
((e D+e™e ) 8+year
Table 2: Fitted Gamma and inverse Gaussian for @@rgies
Gamma regression Inverse Gaussian regression
Parameter est. s.e p-value est. s.e p-value
Intercept 7.42 0.07 0.00 7.50000 0.06 0.00
1 (non-comprehensive) -0.48 0.08 0.00 -0.73000 0.08 0.00
3(0-1000 cc) 1.04 0.11 0.00 1.30000 0.13 0.00
34 (1001-1300 cc) 0.76 0.11 0.00 0.97000 0.11 0.00
36 (1801+ cc) 0.65 0.11 0.00 0.59000 0.09 0.00
Index/scale v=0.16 0.02 - o =0.00006 0.00 -
Log likelihood -793.86 -776.11000
AIC 1599.72 1564.22000
BIC 1615.23 1579.73000
Table 3: Fitted gamma and inverse Gaussian for T&&R/@rities
Gamma regression inverse Gaussian regression
Parameter est. s.e p-value est. s.e p-value
Intercept 6.54 0.10 0.00 6.510 0.14 0.00
B:1 (non-comprehensive) -0.55 0.13 0.00 -0.670 0.17 00 0.
33(0-1000 cc) 1.12 0.17 0.00 1.270 0.31 0.00
34 (1001-1300 cc) 112 0.17 0.00 1.170 0.30 0.00
Bs(2-3 year) 0.41 0.17 0.01 - - -
Index/scale v=041 0.06 - o0 =0.001 0.00 -
Log likelihood -729.51 -739.938
AIC 1471.01 1491.877
BIC 1486.40 1507.263
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Table 4: Fitted Gamma and inverse Gaussian for Heiérities

Gamma regression Inverse Gaussian regression

Parameter est. s.e p-value est. s.e p-value
Intercept 8.020 0.12 0.000 10.530 0.21 0.00
1 (Non-comprehensive) -1.010 0.15 0.000 - - -
f35(0-1000 cc) 1.440 0.20 0.000 0.940 0.33 0.00
34(1001-1300 cc) 1.240 0.19 0.000 - - -
37 (0-1 year) -1.140 0.19 0.000 -2.050 0.67 0.00
Bs(2-3 year) - - - 1.450 0.27 0.00
Index/scale v = 0.500 0.07 - o0 =0.001 0.00 -
Log likelihood -843.841 -892.653
AlC 1699.683 1799.306
BIC 1715.131 1817.329
Table 5: Fitted copulas for TPBI and OD severities
Normal copula t-copula Frank copula Clayton capul
Claim type Parameter est. (s.e.) est. (s.e.) e8t) ( est. (s.e.)
TPBI Intercept 8.02 (0.25) 7.90 (0.15) 7.21(0.19) 7.33(0.12)
B1 (Non-comprehensive) -0.90 (0.13) -0.85 (0.13) 011(0.14) -0.82 (0.12)
f3s (0-1000 cc) 1.43 (0.15) 1.42 (0.15) 1.47 (0.15) 1.56 (0.16)
34 (1001-1300 cc) 1.35 (0.64) 1.35 (0.45) 1.49 (.45 1.08 (0.42)
37 (0-1yr) -1.34 (0.78) -1.31 (0.71) -1.17 (0.49) 1.09 (0.41)
Index, v 0.46 (0.49) 0.49 (0.45) 0.42 (0.61) Q@a5)
oD Intercept 6.59 (0.16) 6.68 (0.15) 6.47 (0.39) 2970.24)
B1 (Non-comprehensive) -0.65 (0.51) -0.64 (0.44) 8((®28) -0.71 (0.12)
f3s (0-1000 cc) 1.24 (0.51) 1.25(0.47) 1.34 (0.64) 381(0.42)
34 (1001-1300 cc) 1.07 (0.92) 1.05 (0.21) 1.10 (0.76) 1.06 (0.19)
6 (1801+ cc) 0.88 (0.94) 0.89 (0.25) 0.90 (0.66) 4q@17)
Scaleo 0.00005 (0.51) 0.00006 (0.30) 0.00005 (0.32) 0080@.60)
Copula parameter p=0.50 p=0.59 a=0.31 a=.75
Log-likelihood -918.51 -911.48 -928.30 -903.41
AlC 1861.02 1846.96 1880.60 1830.82
BIC 1892.28 1878.22 1911.86 1862.08
Table 6: Fitted copulas for TPBI and TPPD sevegitie
Normal copula t-copula Frank copula Clayton capul
Claim type Parameter est. (s.e.) est. (s.e.) est) ( est. (s.e.)
TPBI Intercept 8.02 (0.29) 8.02 (0.12) 8.02 (0.12) 8.02 (0.12)
1 (Non-comprehensive) -0.93 (0.03) -0.90 (0.15) .9300.15) -0.94 (0.15)
f35(0-1000 cc) 1.33(0.27) 1.35 (0.20) 1.51(0.22) .541(0.20)
34 (1001-1300 cc) 1.22 (0.06) 1.22 (0.19) 1.39 (.19 1.36 (0.19)
B7(0-1yr) -0.89 (0.22) -0.85 (0.19) -1.03 (0.22) 1.03 (0.19)
Index, v 0.50 (0.40) 0.52 (0.07) 0.43 (0.07) 0@a87)
TPPD Intercept 6.54 (0.34) 6.54 (0.10) 6.54 (0.12) 6.54 (0.10)
1 (Non-comprehensive) -0.45 (0.91) -0.41 (0.13) .5700.13) -0.35 (0.14)
f35(0-1000 cc) 1.11 (0.55) 1.16 (0.17) 1.20 (0.16) 1.31(0.17)
34 (1001-1300 cc) 1.19 (0.19) 1.21(0.17) 1.433p.1 1.02 (0.12)
Bs(2-3 yr) 0.71 (0.80) 0.64 (0.17) 0.67 (0.17) 0B2a7)
Index, v 0.35 (0.16) 0.36 (0.06) 0.31 (0.06) a385)
Copula parameter p=0.54 p=0.57 a=0.36 a=0.75
Log-likelihood -399.98 -395.03 -419.79 -401.88
AlC 823.96 814.06 863.58 827.76
BIC 855.22 845.32 894.84 859.02
The dependence between claim types isare the inverse Gaussian, Gamma and Gamma

investigated by fitting the marginal distributioinst,  regression models respectively. As for the copula
followed by fitting the copula models, so that the models, the claim severities are fitted to the ram
parameter estimates obtained from fitting thet, Frank and Clayton copulas. Table 5-7 summarized
marginals can be used as initial values for estimgat the results of fitting copula models respectivety t
the parameters in copulas. In particular, the mmeigi the TPBI-OD claims, TPBI-TPPD claims and TPPD-
distribution for the OD, TPPD and TPBI severities OD claims.
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Table 7: Fitted copulas for TPPD and OD severities

Normal copula t-copula Frank copula Clayton capul
Claim type Parameter est. (s.e.) est. (s.e.) ®8t) ( est. (s.e.)
TPPD Intercept 6.20 (0.09) 6.35 (0.09) 8.12 (0.28) 6.71 (0.09)
B1 (NonComprehensive) -0.48 (0.24) -0.41 (0.20) -q®32) -0.35 (0.59)
Bs(0-1000 cc) 1.08 (0.73) 1.08 (0.25) 1.05 (0.32) 3%230)
B, (1001-1300 cc) 1.15 (0.31) 1.16 (0.15) 1.32 (0.29) 0.92 (0.19)
Bs(2-3yr) 0.74 (0.29) 0.67 (0.24) 0.66 (0.22) 0.82¢)
Index, v 0.36 (0.47) 0.37 (0.22) 0.35 (0.11) 0@.38)
oD Intercept 7.45 (0.25) 7.08 (0.13) 6.82 (1.303) .1570.47)
B1 (NonComprehensive) -0.65 (0.01) -0.62 (0.08) -qr@80) -0.71 (0.07)
Bs(0-1000 cc) 1.26 (0.44) 1.20 (0.41) 1.33(0.76) 91(241)
B, (1001-1300 cc) 1.03 (0.28) 0.97 (0.17) 1.04 (0.33) 1.03 (0.13)
6 (1801+ cc) 0.92 (0.72) 0.87 (0.70) 0.86 (0.23) 4q@12)
Scaleo 0.00005 (0.52) 0.00006 (0.25) 0.00005 (0.31) 0060@.20)
Copula parameter p=0.50 p=0.58 a=0.35 a=0.77
Log-likelihood -865.15 -860.76 -864.76 -850.30
AIC 1754.29 1745.52 1753.52 1724.60
BIC 1785.55 1776.79 1784.79 1755.87
DISCUSSION is the best model for accommodating the dependence

between TPBI and OD claim severities and between
Based on the results in Table 2, the rating factor TPPD and OD claim severities, whereas the t-cofula
for scope of coverage and vehicle cubic capacigy arthe best distribution for modeling the dependence
significant for OD claim severities. In particulahe  between TPBI and TPPD claim severities.
risks for non-comprehensive coverage and vehicth wi

1301-1800 c.c. are lower compared to others. The lo CONCLUSION
likelihood, AIC and BIC shows that the inverse
Gaussian is a better model compared to the Gamma. This study models the dependence between

The results in Table 3 illustrated that the ratinginsurance claim types using copulas on the Malaysia
factors for scope of coverage, vehicle cubic cdpaci motor insurance claim severity data which werediidi
and vehicle year are significant for TPPD claiminto three types; TPBI, TPPD and OD. Four types of
severities. Specifically, non-comprehensive coverag copulas namely normal, t, Frank and Clayton atedit
vehicle with more than 1300 c.c. and vehicle agdd 0 to the severity data. One main advantage of using
and 4+ years have lower risks. Based on the logopula is that each marginal distribution can be
likelihood, AIC and BIC, the Gamma is a better mode specified independently based on the distributién o
compared to the inverse Gaussian. individual variable and then joined by the copulaick

Similar to the TPPD claim severities, the takes into account the dependence between these
significant rating factors for TPBI claim severifjeas variables. The marginal distribution selected fbe t
shown in Table 4, are scope of coverage, vehidiéccu TPBI, TPPD and OD claim severities respectively are
capacity and vehicle year. Comparison based ofothe the Gamma, Gamma and inverse Gaussian regression
likelihood, AIC and BIC shows that the Gamma is amodels. Based on the log likelihood, the t-copuda i
better model compared to the inverse Gaussian. Fauperior than the Normal and the Clayton copula is
Gamma model, the risks for non-comprehensivebetter than the Frank for all TPBI-OD, TPBI-TPPdan
coverage, vehicle with 1301+ c.c. and vehicle add TPPD-OD claim severities. The AIC and BIC indicate
year are lower compared to others. that the Clayton is the best copula for modelind3TFP

The estimates of copula parameter (correlatiorOD and TPPD-OD severities, whereas the t-copula is
coefficient, p, or space,a) for TPBI-OD severities, the best copula for modeling TPBI-TPPD severities.
TPBI-TPPD severities and TPPD-OD severities shown

in Table 5-7 indicate that the dependence between ACKNOWLEDGMENT
claim types is significant. In particular, the log
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