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Abstract: Efficient extreme points in decision space of multiple objective linear programming 
(MOLP) may not map to non dominated extreme points in objective space under the linear mapping, 
condition that efficient extreme points have a non dominated extreme is given, the important of this 
study is that the decision-Maker may depends on extreme points of the set of the objective space than 
that of the decision space since they have fewer extreme points.    
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INTRODUCTION 

 
 The multiple objectives linear programming 
(MOLP) problems arises when several linear objective 
functions has to be maximized (or minimized) on a 
convex polytope. Different approaches have been 
suggested for solving this problem, among which are 
the ones suggested by[1-6]. More researches involve the 
objective space analysis of multiple objective linear 
programming has been studied by[7] also relation 
between faces of the decision space and those of the 
objective space was investigated by[8], the reason for 
this investigation is that the objective space may have 
fewer dimension than those of the decision space under 
the linear mapping.  
 
Notations and theory: Multiple objective linear 
programming (MOLP) problems arises when several 
linear objective functions has to be maximized (or 
minimized) on a convex polytope. 
X= {x  Rm / Ax = b, x ≥ 0} 

Where A is an m x n matrix and b Rm.  
If C is a k x n matrix, then (MOLP) can be formulated 
as: 
Maximize y = C x 
Subject to  x  X (2.1) 
Solving (MOLP) problem is to find the set of efficient 
solution E where  
E={x  X | there is no                                  

x  X such that C x ≤ C x } (2.2) 
Consider the set 
 Y={y  XK | y= Cx, x  X} (2.3)                                                      

Then we say that y is non dominated point if 
 y  Y and there is no  y   Y such that  

y ≤ y .For (MOLP) problem defined by (1.1) if x is a 
basic feasible solution of A x = b, 
 x ≥ 0 with corresponding basic decomposition.   
 
 
       A          b                B         N       b                   
 
      -C          0      =       -CB     -CN     0       (2.4)                     
 
 
 The canonical simplex tableau for x in multiple 
objective forms can be defined as: 
 
T(x) =     I      B-1 N       B-1 b 
 
                0      R           y  (2.5) 
 
 
Here x = (B-1 b, 0) 

T    , y = C x   RK is a 
k x (n-m) matrix of reduced cost coefficients for each of 
the k objectives defined by    
R = CB 

  B-1 N   - CN  (2.6)    
                                             

 It is will none result in (MOLP) due to[9] that if x0 
is  an  non  degenerate  extreme  point of X with 
reduced cost coefficient matrix R, then x0 is efficient if 
and only if there exist a λ  RK with λ  > 0 such that λT 

R ≥ 0. 
 Dauer[7], suggested solving a linear programming 
problem to find extreme non dominated points in Y 
depending on definition of a frame F(Y) of all column 
of R, then pivoting in column rJ

0  F(Y) an adjacent 
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extreme points x   X with extreme point y   Y can 
be found by solving the linear program  
Maximize  θ  
Subject to: 
A x = b 
C x + θ  rJ

0 = C x0                   

x ≥ 0, θ ≥ 0,  (2.7)                                                                               
 
 Also he characterized when y =C x  is an extreme 
point of Y through the following theorem[7]. Let x0 be 
an extreme point of X such that y = C x0 lies on an edge 
of Y and suppose   rJ

0 a column from R in T (x0), 
corresponding to the edge of Y pivoting in rJ

0 in T (x0) 
yields the resulting extreme point x   X, then y =C x  

is an extreme point of Y if and only if for each r i  in T 
( x ) with   θ i > 0, we have rJ

0≠β r i for any scalar β >0. 
 
Condition for extreme point in X to have extreme 
point in Y: In analogy we need more price sly 
condition for detecting whether or not the resulting 
efficient point maps to non dominated extreme points in 
Y, depending on the above theorem, we have the 
following theorem. 
 
Theorem 3.1: Let  x0 be an efficient non degenerate 
extreme point of X and suppose rJ

0 a column from R in 
T (x0), pivoting on rJ

0 in T (x0) yields the resulting 
extreme point  x   X. then y =C x  is an extreme point 
of Y if there exist a solution λ  > 0 to the system   

λT R  ≥ 0 
- λT rJ

0 ≥ 1 (3.1) 
where R  is the reduced cost coefficient matrix 
corresponding to x . 
 
Proof: Since x  is efficient then λT R  ≥ 0 has a 
solution λ  > 0 where R  is the reduced coefficient 
matrix corresponding to x and if there exist scalar β* > 
0 such that β* rJ

0 =  r i  , i  1,2…,n-m ,then 

λT R  ≥ 0 

- λT r i ≥ β*  (3.2) 
Has no solution λ > 0, hence there exist solution only 
when β* rJ

0≠ r i or rJ
0≠ β r i, β=1/ β*. 

 Depending on the linear program defined by (2.7), 
suppose θ * solves this linear program then we have the 
following corollary 
 

Corollary 3.1: Let  x0 be an efficient non degenerate 
extreme point of X and suppose rJ

0 a column from R in 
T (x0), pivoting on rJ

0 in T (x0) yields the resulting 
extreme point  x   X. then y =C x  is an extreme point 
of Y if there exist a solution λ  > 0 to the system   
 
λT R  ≥ 0 
λT( y -y0) ≥ θ * 
 
Proof: Straight forward  
Remark 3.1: Since for the feasible efficient x the 
system of inequalities λT R  ≥ 0 must have  the solution 
λ > 0, then the reset is just to insert the inequality  - λT 
rJ

0 ≥ 1 and test for feasibility to insure whether or not 
the corresponding y =C x  is extreme or not .         
                 
Example: This example is taken from[10] consider the 
(MOLP) problem. 
Maximize: y1 = x1 +½ x2 
                  y2 =        ½ x2 +x3  
Subject to  
x1 +    x2 + x3 ≤ 3  
2 x1 +½ x2 - x3 ≤ 2 
xi ≥ 0,                          i=1, 2, 3 
 

 
 

 
Only (0,3) and (5/3, 4/3) are extreme in Y . 
Let x0 be an efficient extreme in x with tableau given 
bellow. 
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Basic   x1  x2     x3         s1  s2        solution 

x3         1   1      1      1      0       3    

s2         3   3/2    0     1       1       5        

           -1   -½      0      0      0      0 

           1     ½     0      1        0     3 

  x0 = (0, 0,3), y0 = (0, 3) 
Pivoting in column 2 will yield 
 
Basic   x1  x2    x3      s1    s2          solution   

      x2     1    1    1     1     0       3                      

s2               3/2   0  -3/2  -½  1       ½            

            -½    0    ½    ½   0         3/2 
  
             ½   0   -½     ½   0           3/2       
 
x1 = (0, 3, 0), y1 = (3/2, 3/2) 
Since the system 
-λ1 +  λ2  ≥ 0 
+λ1   -   λ2  ≥ 0 
λ1   -   λ2  ≥ 2, 
does not have a solution this indicates that x1 = (0, 3, 0) 
which is extreme efficient in x its image 
y1 = (3/2, 3/2) in not extreme in Y on the other hand 
pivoting in column 1 yield. 
 
Basic   x1     x2     x3         s1      s2         solution 

     x3       0       ½     1    2/3    -1/3    4/3              

     x1         1       ½     0    1/3     1/3    5/3               

              0       0    0     1/3     1/3      5/3    

               0      0    0    2/3    -1/3      4/3 

x2 = (5/3,0,4/3), y2 = (5/3,4/3) 
And the system  
λ1 +   2λ2   ≥ 0                                                                                                                            
 λ1    -   λ2    ≥ 0                                                                                                
λ1   -   λ2     ≥ 1 
 
 
 
 

Has a solution indicating that y2 is an extreme non 
dominated point in y. 
 

CONCLUSION 
 
 In this study we give a condition for an efficient 
extreme points in the decision space of multiple 
objectives lineal programming problem to   have a non 
dominated extreme points in the objective space under 
the linear mapping, the important of this study is that 
Decision-Maker may depends on extreme points of the 
set of the objective space since they have fewer extreme 
points than that of the decision space. 
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