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images in different places in the environmentalcepaf the mobile robot
system, such as a computer or office table in maoyns. This problem
causes bewilderment and confusion among differéattes. To overcome
this, the local features of these image sceneddlbeurepresented in more
discriminatory and robustly way. However, to penfothis, the spatial
relation of the local features should be considefidte findings revealed
that this approach has a stable manner due teeligbility in the place
recognition for the robot localization. Finally,etlproposed Covariance
approach gives an intelligent way for visual plgoeople localization
through the correlation of Covariance feature vector the scene images.
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Introduction environments. This led the process to have two mode
supervised mode like (Boogt al, 2009; Miroet al,
The development of new technologies might prove 2006) and unsupervised mode, like (Abdullahal.,
to be a great facilitator for the integration ofalled  2010). The most common tools that used in machine
people provided that these environments are adiessi |earning is theK-means clustering technique to cluster
usable and useful; in other words, that they take i  all probabilistic features in the scene imagesriteoto
consideration the various characteristics of théviy construct the codebook. Several works used clusgeri
and the needs and particularities (cognitive, getiee,  techniques, where the image local features iniaitrg
or motive) related to the disability of the users set are quantized into a “vocabulary” of visual der
(Paciello, 2000). The objective of this paper is to (Ho and Newman, 2007; Cummins and Newman,
determine the real contributions of accessible E-2009; Schindleet al, 2007). Clustering technique may
services for visually disabled persons to identify reduce the dimensionality of features and the nbise
places. This is achieved by introducing a mobile the quantization of local features into visual wrd
application that recognizes a place, hence willphel The process of quantizing the features is quitelaim
blind person to identify the location. However, g#a to the BOW model as in (Uijlinget al, 2009).
recognition is one of the basic issues in mobileots However, these visual words do not possess spatial
based accurate localization through the environalent relations. However, this model employed to makeenor
navigation. One of the fundamental problems in the accurate features for describing the scene image in
visual place recognition is the confusion of matchi  place recognition.
visual scene image with the stored database images. Cummins and Newman (2009), they used BOW to
This problem is caused by instability of local i@&  describe an appearance for Simultaneous Localizatio
representation. Machine learning is used to improveAnd Mapping (SLAM) system, which was used for a
the localization process of known or unknown large scale rout of images. Schindifr al (2007) an
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informative features proposed to add for eachilmeaind  all these features int& clustersC= (C;...G), the features
vocabulary trees (Nister and Stewenius, 2006) forthat are close to each others will be grouped hmget
recognizing location in the database. In contrast,(SiviC and Zisserman, 2003), as in (1):

(Knopp et al, 2010) measured only the statistics of

mismatched features and that required only negative

training data in the form of highly ranked mismath  KCL(K)=3"" _m(f x;)’ 1)
images for a particular location. Artat al (2002), an

incremental Eigen space model was proposed togeptre i )
the panoramic scene images, which is taken fromwhere,K is the number of clustering means of featupes,

different |Ocati0n3’ for the sake of incrementdr"éng is the measurement of the distance between thaBB‘ée,

without the need to store all the input data. Tlekwn  and Xi, X’2,... Xjare the means. In this study, SIFT grid
(Ulrich and Nourbakhsh, 2000) was based on colorapproach is used to extract the local feafigrdor the
histograms for images taken from omnidirectionaisee, images of 30x30 grid block. Matlab code used fds th
these histograms were used for appearance basegurpose (Lazebnikt al, 2006).
Iocallganon. Recently, most of v_vorI§s in th|s_ahm{e been The local features for any selected image is
focusing on large-scale navigation environmentsr Fo
example, in (Murillo and KoSecka, 2009) a global : L
descriptor for portions of panoramic images wagldee cgntrmd c of the cod_e t_)OOk B, Wh!Ch 1S represerhlgeh
similar measurements to match images for a largeesc distance table containing m of distance vectorsiné
outdoor Street View dataset. Kosecka al (2003)  (128) from each centroid c in B as in Equation (2):
qualitative topological localization established by
segmentation of temporally adjacent views relied on Dt(c) = dist( G X.,) 2)
similarity measurement for global appearance. Local
scale-invariant keypoints were used as in (KoSetkal,
2005) and spatial relation between locations wadeteal The covariance (COD) dbt in Equation (3) gives
using Hidden Markov Models (HMM). Sivic and the covariance distances of all features relatedhéo
Zisserman (2003), the Support Vector Machines (SVM) selected images. L&bis the row size of matrit:
was used to evaluate the place recognition in teng-
appearance variations. The performance of the e 1
proved by (Tuzekt al, 2006) used covariance features COD=diag(_ Dtx Dt) sb# 0 3)
with integral images, so the dimensionality is maofaller
and getting fast computational time. Most of the . . .
implementations need spatial features, which asisen The Minimum Distance (MDT) for the tablbt in
the robot is navigating in some places that ardlsito ~ Equation (4), produces a row of minimum value facte
each other. For example, like two offices thoseehthe column in the table. The size of this row is thenber of
same type of tables or in corridor navigation. Eig. centroidc in the code book (B), informedSta
feature based Robot navigations to help the visyadired
people, Land Marks are commonly used to find the , _ o
correspondence between the current scene and thé]I =MDT(9 = min(Dp) ()
database. Wang and Yang (2010) the covariancesas al
used with SVM for classification purpose called &litg- The covariance of minimum distance for each image,
constrained Linear Coding. In General, the covagan d will be expressed as:
implementation results of the previous studiescagi that
it has promising results for the recognition preces 1

The main contribution of this work is to introduae cov(d) :—bd *d sbz0 (5)
e-service for blind person by using the Covariance S
features to give a spatial relation to the visualdg to _ .
decrease the confusion problem for visual places The eigenvaluesEr and eigenvectorsEv are

represented by distance for these features from the

recognition in the |arge indoor navigation process. calculated for the constructed covariance matrid an
used in Equation (6) to give the covariance matrix
Methodology (T). The work study is based on Standard Deviation

(STDEV) and mean for calculating the distance of
Clustering image features is a process of learninglocal features from the centroids in the codebduk t
visual recognition for some types of structural g@a principle has been exploited to optimize the fitgr
contents. Each imagé; contains a set of features sums by multiplying it by the upper bound of the
{fr.f,.....f} and eacl; is a 128 size element. To organize STDEV and the mean of the feature vector
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Im=Read Image

sf=Sift Feature(Im)

d= calculate minimum distance (sf, code-book)
sb=size(d);

n=better division (sb)

k=1;

Jor i=n:sb step n

part_of dv=di. in1

cft =calculate the covariance (part_of dr as in (5,6))
k=k+1;

End for

of= {efi.chi.cful:

Fig. 1. The pseudo code for speeddip
E\}

The size of the covariance feature veatfris the same
size agl. To speed up this calculation for tBeandEy, the
minimum distancel is subdivided into n parts to calculate
the covariance for each part separately as in.Fig.1

1

cf =dx Evx diag |[——F————x
diag( Er) +0.1

(6)
e(mear( 9+ std §)

X
meatd s3]

Classification and Correlation

The recognition process in this study simply uses
the calculation of the Covariance of the Minimum
Distance (CMD) generated from the query scene
image as in Equation (6). To examine the similaoity
two images like x and y, the correlation betweea th

two Covariance feature vectorsfl and cf2 is
calculated as irEquation (7):
corr(cf1,cf2) = co cfl, ¢f2) @)

std( cfl) * stq cR)

where, the correlation coefficient is Pearson'dfament
for the two variablegfl andcf2, varies between -1 and
+1.

The results for all correlation values are sortieeln, the
maximum values are taken to be the best matchswai
places. This approach is also called as a k Ndsetghbor
(k-NN). The average precision can be calculateid &8in
Abdullah, 2010), where the PrecisioR) (of the first N
retrieved images for the que®yis defined as:

‘{Ir |Rank(Q, I < N suchthatlf] ¢ C)g}‘
N

p(Q N)=

where,Ir is the retrieved image and @)(represents the
group category for the query image.

(8)

The first experiment is to test the accuracy of the
proposed approach, through working on the datafet
IDOL (Pronobiset al, 2009), Figure 2 shows some
groups in the dataset. The SIFT features were artla
using SIFT grid algorithm for each image. The sife
each frame image was 230x340. The CMD features
vectors extracted using cluster number 260, it wsed
to express different places of the environmental
navigation, namely an office for one person, aidor
an office for two-people, a kitchen and a printexaa To
demonstrate the accuracy performance of CMD, the
algorithm implemented on various illumination
condition groups (sunny, cloudy and night) for IDOL
dataset each group divided into two parts suchras t
and test images, each parts divided into 16 sulpgrou
Different running tests were used around 5 times. |
addition to the experiments, with mixed of theseugis
have been used also. Then the performances were
reported using the average of the obtained claasiin
results. Table 1 shows the experimental resultsiROF,
MDT and CMD approach implemented on one IDOL
data set using K-NN and SVM for WEKA software, to
classify the images corresponding to their places.

The performance of the proposed approach using k-
NN is more accurate than SVM. This will not give an
indication that k-NN better than SVM, since the
theoretical background for the two methods is known
therefore k-NN is adapted in the second experimfemts
navigation process. The accuracy, performance under
various illumination conditions (sunny, cloudy amight)
is about 97%, depending on the specific environalent
difficulties. Figure 3, shows random selectionsnages
for testing the retrieval of the best similar 5 gea
according to the highest correlation values.

B- Indoor Experiment

In this section, an experiment is performed as a
simulation of navigation for the whole IDOL dataset
using CMD approach used, to check the accuracy
performance for the robot navigation. This done by
using pre-stored some images as landmarks frordatze
set with locations and then by giving each platesadlor
to know the error of confusing place recognitioigure
4, shows the results of simulation. Each color datis
group in the dataset. The wrong correlation leams t
confusion of place recognition, which leads to gikie
wrong color in the topological map.

Table 1. Comparison of some approaches

Experiments and Results

Two types of experiments have been conducted to'\c"l\aT

check the accuracy performance of CMD.

Class K-NN SVM
HBOF 84.0784+0.1937 85.2723+0.4176
92.6356+0.2676 90.8+0.2333

97.8509+0.2859 92.8078+0.1682
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Fig. 4. IDOL dataset groups recognition
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Discussion and accurate perception for the global localizatiod it
o reduces the confusion for place recognition.

_ The place recognition is done through a sequence of g system consistently shows on-line performances

image scenes converted to visual words; the CMD formore than 97% for environments, recognition, thagen

these visual _words give some relation between tr?emﬁ‘or the landmarks stored as covariance featureg;hwh
The correlation between these CMD features gives .
was extracted from the quantized SIFT features

indication that how extent the two images related t .
g according to the codebook. The more number of

each other. The decision making for localization isI dmarks will ai te localizati
done according to the correlation values related to'@N0Marks will give more accuraté localizalion [@se

correlation values between the current image scendVithin the navigated environment. Figure S shows a
and all the stored landmarks. The maximum values ofconfusion matrix for idol data set to show the crsef

k nearest neighbor used to select the currentPlace recognition through landmark recognition, ahhi
localization place for the visual impaired peopltis effects on the localization process. The landmarks
algorithm can be used as an auditory advising lier t selected inaccurate way to be discriminated frochea

blind person navigating through indoor environment. other, in such a way that gives accurate locatrafor
Place recognition based on CMD gives some religbili the robot within the topological map.
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Fig. 5. Confusion matrix for IDOL (a) CMD (b) MDY HBOF
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Conclusion standards, along with the accurate citation. Thielar
. . has not been written in a way that deliberately esaik
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