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ABSTRACT

Automatic lesion segmentation is an important pdrcomputer-based image analysis of pigmented skin
lesions. Currently, there is a great interest exdevelopment of Computer-Aided Diagnosis (CAD)eys

for dermoscopic images. The segmentation step & afnthe most important ones, since its accuracy
determines the eventual success or failure of a GABtem. This study introduced new method of
dermoscopic images segmentation. The preprocesthesdittering operation to dermoscopy image to aeen
most of difficulties facing the efficient segmeintas, like a variety of lesion shapes, sizes, ¢abanges due

to different skin types and textures and presericdhairs. Segmentation based mainly on histogram
thresholding. The enhancements of image achievedsing mathematical morphology in order to obtain
better segmentation with smooth border and wittaowt noise in the lesion region. The proposed method
evaluated by using Hammoude Distance (HM) and tine Detection Rate (TDR). Also the proposed method
is compared with other skin lesions segmentatiothaaks such as Otsu, adaptive thresholding and fGzzy
means. The accuracy of proposed method was 961883 is highly promised result and dependable.
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1. INTRODUCTION of early screening for teledermatoscopy. There tharee
common steps in dermoscopic image analysis, whieh a
Malignant melanoma is the most common type of (1) Divide the image; (2) Extract features and ufesst
skin cancer; its spread has been growing rapidéy the  analysis and (3) Lesion classification. The mogtdrtant
past few decades. However, it is also the mostabém  stage is the segmentation due to its affects oadheracy
type of skin cancer if it is detected at an eatiyge of the subsequent steps. Lesion segmentation igasyt
(Silveira et al., 2009). Dermoscopy (dermatoscopy or process, due to: (1) There is low contrast betwleeiesion
skin surface microscopy) is a non-invasive diagoost and the surrounding skin. (2) The border betweémn akd
technique for vivo observation of pigmented skisides lesion is almost irregular. (3) Some of lesion m@tain
used in dermatology. some impurities, such as air bubble, hair or magitberent
This diagnostic tool allows for better perceptidrtte skin textures. (4) Color diversity may be exhibdrfi the
structures of surface and subsurface and allows thenterior of the lesion (Xie and Bovik, 2013).
recognition of the formal structures which are visible to In computerized diagnosis of skin lesions, thexe a
the naked eye and opens a new dimension of clinicamany suggested algorithms to segment the lesidreser
morphological features of pigmented skin lesions. algorithms try to isolate the lesion area from test of
Dermoscopy and telemedicine have been importanthe image in order to permit an easier observagiot
developments in the past few years. This will help diagnosis of the lesion. Some of the related warks
improving the clinical diagnosis of skin lesiongur@ntly, Nourmohamadi and Pourghassem (2012) introduced
there are many researchs to develop automatecsenfily ~ new algorithm develop from intial segmentation by
the images dermatoscopic which led to increasettaeces  suggested a weighted combination for many
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segmentation algorithms like Fuzzy C-means, Otsu, K  FCM groups usually perform better than K-means

means and lterative algorithm. In addition, it wile compilation of overlapping blocks and noisy data.

possible to estimate the controlling parametershef However, this algorithm is also stuck in the loQgitima. It

level set evolution from the obtained initial comto is known that both the K-means and FCM algorithonse
Wang et al. (2010) proposed new segmentation sensitive to outliers (Poddar and Mukhopadhaya$2R0

method. The first step in this method is the remgwof

hair and black board. The flooding variant of the 1-3. Otsu Method

Wgtershed segmentation _algorithlm was implemented  (otsy method is one of the oldest methods in thgdéma

with features adapted to this domain. He sugedetede  gogmentation. It is treated as a statistical mestwodrding

variance functions derived from the projection fimws "o opapilistic implemented. It should be notedt tthe

to add box to the lesion area which is estimatediyg o104 Otsy is one of the best ways automatic hthtes

linear function to redyce the error in area esumnatT_he level. The basic principle in Otsu method is dididato

watershed border will be smoothing later by using B X

spling smoothing method. two categories, su_ch as forgrpur)d and the backgrm!le
threshold is obtained by finding automatic maximum

Xie and Bovik (2013) proposed new segmentation .
method for dermoséopy i)mggepbased on comgbining twotontrast between the layers (Jassim and Altaah)20
Otsu based on the pixel density contrast. Otsu

algorithms, Self Generating Neural Network and the , . .
Genetic Algorithm (GA). Seeds for GA is selected! an method in the threshold level iterating through all
used as initial neuron trees, the remining sampédsing possible Limit values and calculate the behaviothef
to generating Neural Forest. The second step atuster ~ SPreading the pixels levels around each side of the
the image content and specifie the number of amiste Nréshold, any pixel may fall either in the foregna
These clusters can be combined to two region one fo°F Packground (Kaur and Kaur, 2011).
lesion and the ot_her for background: This aIgorithted 1.4. Adaptive Thresholding
and compared with other segmentation algorithms.

. i In this algorithm segmented image is produced as a
1.1. K-Means Clustring Algorithm binary image from the gray scale or colour image.

K-means is learning method, easy to implementationThreshold is determined for each point in the im@ieel).
on set of data to classify its to a number of eist Each pixel compare with threshold to set it as gamlnd if
suggested in pervious (k cluster). k-means sole th it was below threshold, other wise set as forground
clustering problem by simply define number of ceiuts In Global adaptive thresholding the pixel intensify

(k), each one will be generate cluster. each region have the role to grouping the foregicamd

The algorithm assumes that the data features form ®ackground objects in separate region. Global
vector space and trying to find a compilation oé th : : :
natural (Siddiqui and Mat Isa, 2012), thresholding almost depend on the image histog@am t

. : . determine fixed threshold for all the pixels in ihgage,
According to the K-means algorithm basic assemblyth ¢ it ks when the hist tains neat
and groups rely entirely on the choice of the midpo ~ '@t Méan it works when the histogram containsiyiea

kits. Euclidean distance used to determine theadésts ~ SeParated peaks corresponding to the desired (s)jecd
of the data elements suggested as K initial cenfére ~ background(s). Hence, it cannot deal with all insage
data elements assigned to the proper cluster dogotal Local adaptive thresholding have different way to
the distance from the data elements to the cestrdide ~ segment the image depending on finding threshold fo
process is continued until no more changes occur ineach pixel according to the intensity in the netylelol
groups (Vora and Oza, 2013). pixels. Therefore, the local method can use to find
threshold for images not thresholding with global.
Therefore, global and local thresholding sometimes
Fuzzy C-Means (FCM) is the commonly models used by researchers as ahybrid method.
used in clustering set of data. In FCM algorithne th Niblack and Sauvola use local variation technique.
distance from each point to the cluster center bl  In these methods, the minimum is calculated based o
determined and according to that distance thethe average local M (X, Y) andistandard deviation (X,
members will be assigns, it is inverse relationtHis Y) within the framework of size WxW. Sauvola in the
method the single data point may be assign to moreway is an improvement on the method Niblack,
than one group with specific membership grade. ©Ofte especially for colored documents and strongly
this method is used in pattern recognition. illuminated (Singtet al., 2011).

1.2. Fuzzy C-Means Clsturing Algorithm
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1.5. Niblack Algorithm before we do any one of these steps the color image
will be converted to gray scale image and then we

Niblack algorithm calculates the threshold pixesevi )
apply the following steps.

by moving the window over the image gray level. The
calculation of the threshold is based on the mean m 9. Filtering
and local standard deviation of each pixel in the

window as given below Equation (1): The goal of the Wiener filter is to filter out neishat

has corrupted a signal. It is based on a statistica
_ dopit approach and a more statistical account of theryhiso

Thilack =M+ NP -m 1) given in the minimum Mean Square Errors (MMSE)
estimator article.

where, NP is the number of pixels in the gray image The inverse filtering is a restoration technique fo

is the average of pixel value and K is fixed t0-0.2 as  deconvolution, i.e., If we use low pass filter thudy

suggested by (Saini and Dutta, 2012). image, then we can restore image by inverse ttegifip.

, . However, inverse filtering is very sensitive to de

1.6. Sauvola’s Algorithm noise. Each type of degradation will be reduced
The Sauvola main idea depend on using the mearseparately (one each time) and this process canuiseb

as indicator for the threshold. the threshold may b develop a recover method for each degradation and

close to the mean when there are data with alot ofsimply gathering themlThe Wiener filtering executes an

local contrast, in the other side the threshold Wwé optimal tradeoff between inverse filtering and eois

below the mean when there are littel contrast. smoothing. It removes the additive noise and irsvére
When using “integral image” accumulators for both blurring simultaneously.

mean and mean-squared pixel values the Sauvolaevill The wiener filtering estimate the original image

more efficient. Later floating point arrays with @#ts  linearly and it is work perfectly in terms of mesguare

needed, this will be cost more for large images.error. That means, the process of using the inverse
Consequently, the tiled version will be gaved whietve  filtering and noise smoothing reduce the entire mea
identical results of non tiled version. For eatdtltiversion  square error to the minimum.
an accumulator arrays assign separatly in the memo ) ]
) 1.10. Histogram Segmentation

1.7. Mathematical Morphology . _ . .

) . ) Practically speaking, let H = [1, L] is the histagr of
~ Mathematical morphology is a branch of the nonaine  grayscale levels of image f(x,y). The number ofefsx
signal processing fields and the application ofdbecepts  \ith gray level i is denoted;hwe choose the initial
?f g[;]ouptthgow fto ﬁnalyze thg mtwag?s. Copformam;eréiz . threshold6 (almost is at the mid of histogram) that
0 the study of shapes and structures irom a Nt divides the histogram range into two classes wiih
perspective. Morphological filters or operators a@n- H1=[1 6] and H2 = p+1 L] . Then, the gray

linear transformations, which modify the geomefeiatures level histogram for the two classes is Equation (2)
of the images. These operators convert the inpagéninto 9 q '
Hy=[hh, ] H=[ h,h., - h] )

another image through repetition with another imiagie
form of a certain size which is known as structirin
element. Structuring element is the infrastructixa will

be used to analyze locally, for comparison, thepebaf
interest. Choose the shape and size of the stingtur
element is very important: it affects the outcortenay
take the form of a disk of radius R, rectangularotirer
shape. There are many tools morphological image

segmentation is corrosion, expansion, reconstmnictio . - . .
9 P until no change in value of mThe main goal of this

(Aliizout and Nasri, 2012). step is to binaries the gray scale image accortiing
1.8. Proposed Method threshold® as shown irFig. (1-3). The resulted image has
two regions one for forground (which representlésion
The proposed methods suggested three steps tpart of image), while the other is the backgrourtuicty
achieve the desire result of segmented skin leshiols  mainly represent the rest of skins.

Suppose the median for classesadd H are m, m.
Then, Let m be the overall median of the whole image
(sum of m and m).

In the next step, the new thresh@ds equal to rh
and according to it we divied the resulted imagéwo
new groups K and H. This 1r;;:ocess will be repeated
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Fig. 1. Original image with lesion

Fig. 2. Segmented image by expert medical Fig. 5. Difference image between expert and proposed rdetho

1.12. Evaluation
Two methods are applied to evaluate segmentation
: results for accuracy. Hammoude Distance (HM) amrd th
True Detection Rate (TDR).

To implementing these metrics, let denote X to a
resulted image from proposed automatic segmentation
method and Y denote the segmented image achieved by
expert physicians. Both X and Y is binary images.

There are two errors may be counted in this process
the first one is pixels classified as a pest byrtteslical

expert while did not classified as pest by proposed

N

Fig. 4. Segmented image obtained by a proposed method after
morphological

Fig. 3. Segmented image obtained by histogram method, where the second error is pixels classifisd
i pest by proposed algorithm and did not classifiegest
1.11. Mathematical Morphology by a medical expertFigure 5 shows the difference

This step focuses on the enhancement the resulte@€tween the segmented image by expert and proposed
image. We start to remove all the black parts g @lgorithm (white circle represent some of errors).
white region (some of them result from the dark)has However, from a clinical point of view, the firstpie of
shown in Fig. 3 by using a morphological structuring €rror is more important since the pixels lesiornughoever
element and smoothing the boundary edge betwedwthe be lost. Therefore, we felt the need to use twarsee
regions, the result image from this step showFign4. measures to take into account these two typesaf er
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1.13. Hammoude Distance (HM) TDR(X,Y) =

This distance measure used to measure the errors
between the segmented part of physicians and the
segmented part of proposed algorithm.

HM is based on a pixel by pixel comparison of the
pixels enclosed by two boundaries Equation (3):

Z(XnY)
T (4)

Table 1 shows the average scores for each method
hash. The best way according to HM is proposed with
11.37%. Figure 6-8 shows the segmentation of
different methods.

HM(X,Y) = F(XOY)~#(X nY) 3) Table 1.Results of test images for different methods
#(X0Y) Methods HM (%) TDR (%)

K-means 13.87 93.66

1.14. True Detection Rate (TDR) Fuzzy K-means 13.07 93.83

_ _ - OTSU 13.89 93.01
TDR metric measures the rate of pixels classified a Niplack 16.73 83.15
lesion by both the automatic and the medical expertSauvola 16.45 89.90
segmentationas Equation (4): Proposed 11.37 96.32

(€)

Fig. 6. Segmentation of the dermatoscopic image by: Blawnklér by (expert segemntation), white border wétlx @pproaches, (a)
k-mean, (b) FCM (c) Otsu (d) Niblack, (e) Sauvd¢faProposed method
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Fig. 7. Segmentation of the dermatoscopic image by: bexker (expert segemntation), white border (sixaaghes), (a) k-mean,
(b) FCM, (c) Otsu, (d) Niblack, (e) Sauvola, (foposed method
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Fig. 8.Segmentation of the dermatoscopic image by: blackldr (expert segemntation), white border (six apphes) (a) k-mean,
(b) FCM, (c) Otsu, (d) Niblack, (e) Sauvola, (foposed method

2. CONCLUSION Jassim, F.A. and F.H. Altaani, 2013. Hybridizatioh
OTSU method and median filter for color image

In this study, we introduced new segmentation segmentation. Int. J. Soft Comput. Eng., 3: 69-74.

method depending on histogram thresholding. The . .
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evaluated by comparing its segmented images with  ENg., 3: 3441-3443.

images segmented by experts mediEég.(1 and 2 and Nourmohamadi, M. and H. Pourghassem, 2012.
measuring the distance between them by using two  Dermoscopy image segmentation using a modified

metrics (HM and TDR). Also the proposed algorithm level set algorithm. Proceedings of the 4th
compared with other technique and gives highly [isech International Conference on Computational
results as shown iifable 1 This approach can be used Intelligence and Communication Networks, Nov. 3-
efficiently to support decision-making problems skin 5, IEEE Xplore Press, Mathura, pp: 286-290. DOI:
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