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ABSTRACT

Hepatitis B is a potentially life-threatening liverfection caused by the hepatitis B virus. Theusir
interferes with the function of the liver while legating in hepatocytes. It is a major global hbalt
problem and the most serious type of viral hepati@hronic liver disease is caused by viral hejzatit
and putting people at high risk of death from absis of the liver and liver cancer. Medical
information available is extensive and which islinéd by the clinical specialists. The ranging of
information is from details of clinical symptoms t@rious types of biochemical data. Information
provided by each data is evaluated and assigned particular pathology during the diagnostic
process. Artificial intelligence methods especiatlgmputer aided diagnosis and artificial neural
networks can be employed to streamline the diagngsbcess. These adaptive learning algorithms
can handle diverse types of medical data and iategthem into categorized outputs. Artificial ndura
networks are finding many uses in the medical disigapplication. In this study we have proposed a
Generalized Regression Neural Network (GRNN) basgxbrt system for the diagnosis of the hepatitis
B virus disease. The system classifies each paititmtinfected and non-infected. If infected theswh
severe it is in terms of intensity rate.

Keywords: Expert System, Artificial Neural Networks, Gené&atl Regression Neural Network (GRNN),
Hepatitis B Virus (HBV), Hepatitis B Nomenclatutdepatitis B Diagnosis

1. INTRODUCTION be few days, weeks or even months. Possibly, by the
time the patients consult the specialists the disga
Since the Conventional manual data analysismay have already spread out. Since the majoritthef
techniques are not effective in diagnosis, usingmater high-risk disease could only be cured at the estdge,
based analyses are becoming inevitable in diseas¢he patients may have to endure for the rest of tifie,
diagnosis. So, it is the time to develop moderfeative due to which new approaches with the support of
and efficient computer based systems for decisioncomputer technology for the diagnosis of diseases i
support. There are a number of data analysis tqubgi essential. The mortality rate and the waiting titoe
statistical, machine learning, expert system anth da see the specialist could be reduced by employimg th
abstraction (Cheung, 2003). Recent practice foricabd computer technology or computer program or software
treatment make it mandatory that patients consultdeveloped by emulating human intelligence which
specialists for further diagnosis and treatmenthe®t supports the doctors in making decisions withoet th
medical practitioners may not have adequate esgerti direct consultation with the specialists.
or experience in handling certain high-risk dissase Hepatitis B is caused by a virus that attacks ither .|
Nonetheless, typical waiting time for treatmentsyma This disease ranked as the third infectious onee Th
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importance of surveying and designing an intelligen 2.2, Recommended Tests to Investigate Chronic
system has been sensed in this field. A comparative HBV Infection and the Interpretation of

Analysis of all neural networks proved that genized Results
regression neural network will be the best suitable . . o _ _
network in diagnosis of Hepatitis B. The Capabim Chronic HBV infection is defined by the continued

Generalized Regression Neural Network to get tchine pPresence of HBsAg in the blood for longer than six
faster Compared to other networks and achievingh:ms months.Table 2 outline the tests used to diagnose most
for even the few missing attribute makes it used fo cases of chronic HBV. Test selection should be dase
diagnosis process (Ozyilmaz and Yildirim, 2003). the person’s risk factors, vaccination history éindings
GRNN is a very useful tool to perform predictionsa  from previous tests.

Comparisons of System performance in practice_ Table 3 giVGS the usual interpretation for sets of

results from Hepatitis B blood (serological) tests.
2. HEPATITISB OVERVIEW

HBV is classified in the family Hepadnaviridae. It
occurs as seven distinct genotypes, designated @, to
but it is controversial as to whether the outcorfi¢he
infection is influenced by the genotype (Stuyetil.,

3. ARTIFICIAL NEURAL NETWORKS

The basic principle of neural network can be known
from (Brause, 2001). Human neural architecture is
2000). HBV has a double-stranded DNA genome of represented in mathematical form is called AT“?“.Ci
approximately 3200 base pairs organized into four Neural Network. ANN reflects the human neural aesi
partially overlapping open reading frames, which of learning and generahz_atlon. Th_|s_ is \_/vhat_thascm
encode the envelope, core (precore/core), polyreerasthat ANNSs bgl_o_ng to the field of artificial mtgj;hence_. In
and X proteins. The envelope proteins are surfacer®search Artificial Neural Networks are widely appll
glycoprotein collectively designated as Hepatitis B because highly non-linear systems can be modeled in
surface Antigen (HBsAg). In virus-infected liverllse ~ Which the relationship among the variables is umkmo
HBsAg is excessively produce in virus infected tive A review of various classes of neural networks ban
cells and it is secreted into the blood, whereeitres as  found in (Aleksander and Morton, 1995; Zupan and
a marker for active infection and infectivity. Gasteiger, 1999). Overview of the main applicatiofs
Recombinant HBsAg is used for HBV vaccination artificial neural networks in medicine is shown time
currently and the antibody development to HBsAg is following Fig. 1.

associated typically with protective immunity. 3.1. Mathematical Background

2.1. Data :
. _ _ . _ Series of neurons form a neural network. The nesiron
Applied data in this research for diagnosing the are organized in layers. A neuron in one layer is
rate of HB intensity have been chosen from the connected with the neuron in the next layer throagh

r;alt(ijentrs_'. Eh(elret are 30%_record_s ahnd etacrérgco&%has weighted connection. The strength of the connection
ields. H_B (Intension Diagnosis hepatic B) is between neurons is indicated by weight valye w
field. This field is the specialist diagnosis tltides . :

The input layer, one or more hidden layers and the

HB intensity levels into 4 parts:
y P output layer form the neural network structure. The

+  Normal situation (virus has not hurt vital orgas)y ~ complexity of the system decides the number of oesir
- Light situation (virus has just started its desingy  in €ach layer and the number of layers. Thereftire,

activity) optimal network architecture must be determined.
« Severe situation (some parts of vital organs haveTypical three-layered ANN architecture of general
been destroyed) scheme is given iRig. 2.

e Hyper-severe situation (necessarily, patient needs , o
intensive cares and even patient’s life is in dange @0l 1. Different Situation output

S.no State Range
The above situations have been put into a table1 Normal 0-3
(Table 1) according to the specialists diagnosis in order 2 Light 3-5
to compare the resulting together after designing t 3 High 5-7
expert system and the convention system. 4 Very high 7-10
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Table 2. Primary and Secondary tests to diagnose/monitoatites B virus (HBV) infection

Incubation  Acute Past/resolved Chronic

Marker period infection infection infection Vacaiton
Primary diagnostic tests HbsAg + + - + e

Anti-HBs - - + - +

Anti-HBc-Total - + + + -

Anti-HBc-IgM - + - + -
Prognostic or monitoring tests HbeAg + + - + -

Anti-Hbe - - + £ -

HBV-DNA +5 + +8 +8 -

*Recent HBV vaccination within one to two weeks daad to a false-positive test. The vaccine antigem be detected at low
levels; T May be positive in chronically infecteutlividuals;  Patients with chronic HBV infectiosually have detectable Hepatitis
B e antigen (HBeAg) or antibody to hepatitis B e protéanti-HBe). Rarely, both HBeAg and anti-HBe can letedted
simultaneously; 8 Methods differ in sensitivity asthndardization. Anti-HBc Antibody to hepatitis Breoprotein; Anti-HBs
Antibody to hepatitis B surface protein; HBsAg HepatB surface antigen; IgM Immunoglobulin M; + Imgdi positive; — Implies

negative; + May be positive or negative

Biochemical
analysis

Image
analysis

ANNSs in
medicine

Diagnostics
systems

Fig. 1. Artificial neural networks applications in mediein

Output layer

Hidden layer

Input layer

Table 3. Markers for Hepatitis B diagnosis

Marker Value
HbsAg Positive
HbsAg Negative
HbeAg Positive
HbeAg Negative
Anti-VHD Positive
Anti-VHD Negative
Anti-VHC Positive

incoming data zZby:

e Calculating the weighted sum and adding a “bias
term @) according to Equation (1):

Fig. 2. Neural network structure with two hidden layers
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Rule: If (HbsAg = Positive) and (HbeAg = Positive)da(anti-
VHD = Negative) then Hepatitis B

The data is received by the neurons in the inpudrla
and transferred to first hidden layer neurons tghothe
weighted links. The mathematically processed dath a
the result is transferred to the next layer neurons
Eventually the network’s output is produced by khst
layer neuron. The hidden layer k-th neuron procetise
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Generalized regression neural network belongseo th
category of probabilistic neural networks. Like ath
1) probabilistic neural networks GRNN needs only a
where( k= 1,2,3,. ,h fraction of the training samples a back propagation
neural network would need. Available data from
« Transforming the ngt through a suitable Measurements of an operating system is generaligrne
mathematical “transfer function” enough for a back propagation neural network. These

+  Result transferred to neurons in the next layer the use of a probabilistic neural network is esgléi
advantageous due to its ability to converge to the

Various transfer functions are available (MNI, 1996 underlying function of the data with only few traig
However the sigmoid one which is most commonly usedSamples available. The knowledge needed additiptall

et =Y (2 % w, +6,)
i=1

is Equation (2): get the fit in a satisfy!ng way is relatively smatd can
be done without additional input by the user. Tii#§
1 make GRNN a very useful tool to perform predictions
f(z)= ool 2) and comparisons of system performance in practice.

4.1. Architecture

3.2. Neural Network L earning As it can be seen fronfkig. 5, the Generalized
The network achieves “learning” through the Regression Network consists of three layers of sode

mathematical process can be ignored by the finat us With entirely different roles:

principally. This is the way of viewing the netwods

“black box”. The black box receives a vector with’“ ¢ The input layer, where the inputs are applied

inputs and provides a vector with “routputs Fig. 3). e The hidden layer, where a nonlinear transformation
The network learns from a series of examples that  is applied on the data from the input space to the

form the training databaseFif. 4). An example is hidden space; in most applications the hidden space

formed by a vector % = (X1, Xo2,...., %m) Of inputs and a is of h!gh dimensionality

VECtor Yo = (Y1, Viay-...., Yn) Of outputs. The objective of * The linear output layer, where the outputs are

the training process is to approximate the functfon produced

between the vectors;Xand the Y;:

4. GENERALIZED REGRESSION

The probability density function used in GRNN ig th
NEURAL NETWORK (GRNN) Normal Distribution. Each training sample, Xj, ised as

The system modelling and prediction (MNI, 1996) the mean of a Normal Distribution:
proposed originally the generalized regression aleur
network. As the back-propagation network GRN_I\_I has z” Y, exp(—qz /202)
been used to learn the same problems, the rads ba Y (X)= ':ﬁ
function network, the probabilistic neural netwaakd z exp(—lq2 /2:2)
the modular neural network. The generalized neural =
network has a relationship to the probabilistic ragu T
network and mostly been used in place of it for D?:(X—Xi) .(x —xi)
classification problems.

This network has certain characteristics:

4.2. Algorithm

®3)

The distance, ) between the training sample and
the point of prediction, is used as a measure af ho

* Fastlearning _ ~well the each training sample can represent the

* Good convergence with a large number of training position of prediction, X. If the Distance ;,[between
examples the training sample and the point of prediction is

* Handling of sparse data well small, exp (-I¥/c®), becomes big. For D= 0, exp (-

«  Possible memory hog D;’/26°) becomes one and the point of evaluation is

* Possible computing time issues represented best by this training sample.
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Input Output
Chest pain, cough
palpitation
Biochemical N Diagnosis
analysis 4
Urine, blood Positive negative
uncertion
Other features

Age, gender

Fig. 3. ANNs-based diagnosis using inputs and outputs

Patient
code MEDICAL DATA DIAGNOSIS

s ~
data,; .. data,; .. data,, POSITIVE
2 data,, ... data,, ... data,, POSITIVE
3 datag, ... data,, ... datas, POSITIVE
k |data,, .. data,; .. data,, NEGATIVE
k+1 | data,,,, ... datag,, ;... data,,, NEGATIVE

n |data,, .. data ; .. data,,, NEGATIVE

- ‘ ‘ ' J

Fig. 4. Training database structure. Different patienelad in each row with a numerical code. The elerdetdk, i refers to the i-th
medical data (symptom, laboratory data) of the katient

Xy OF——

\K)

Input layer Hidden layer Output layer
Fig. 5. Generalized regression neural network architecture
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The distance to all the other training samplesggdr. A
bigger distance, D causes the term exp(l2°) to
become smaller and therefore the contribution & th
other training samples to the prediction is rekdgv
small. The term ¥ exp(-D%25°) for the |" trainng
sample is the biggest one and contributes very ntoich
the prediction. The standard deviation or the simoegs

samples used to predict the solid line going thhoompst

of these samples. The bell shaped curves are the
individual terms of (Equation 3) Each of these esris

one term, Y* exp(-D/26°)/¥ ;- "exp(-D%25°) of the
whole equation (Equation 3) used in GRNN for the
prediction. These terms are normalized normal
distributions. Summing up the values of the indiat

parameterg, as it is named in is subject to a search. Forterms at each position yields the value of the ipteoh,

a bigger smoothness parameter, the
representation of the point of evaluation by thaéning
sample is possible for a wider range of X. For alsm
value of the smoothness parameter the represantatio
limited to a narrow range of X, respectively.

With (Equation 3) it is possible to:

possiblethe solid line going through most of the data pmifthe

smoothness parameter was arbitrarily chosen=®.1.

5. EXPERIMENTAL RESULT

The diagnosis of the disease for a new patienteto b
performed on basis of the makers is facilitatedthoy

« Predict behavior of systems based on few trainingprimary phase. At the outset, the system intends to

samples
»  Predict smooth multi-dimensional curves
» Interpolate between training samples

In (Fig. 6) a prediction performed by GRNN is
shown. The circles represent the data points dmitiga

Table4. Shows a few sample results

diagnosis the kind of hepatitis B: or others: It is
necessary to specify the values of the three msurker
namely Hepatitis B surface Antigen (AgHBSs), anti ¥H
and anti-VHD. Table 4 shows a few sample results.
Figure 7 shows the status of the Hepatitis B once the
patient is diagnosed positive for hepatitis B.

HBc
HBsAg Anti VHD HbeAg AntiVHC HBc Anti  HBs Anti AntlgM  Result Status of Patient
0 0 0 0 0 0 0 0 Susceptible,
Not infected, not immune
0 0 0 0 0 1 1 0 Immune due to
Hepatitis B Vaccination
1 0 0 0 1 0 0 1 Chronically Infected
1 0 0 0 1 0 0 1 Chronically Infected
1 0 0 0 1 0 1 1 Acutely infected
1.0 T T T T T T T
Training sample
0.8
" Prediction with GRNN,
0.6 summation of curves below
> 4 .
04 L Individual terms of
T sum for GRNN

Fig. 6. GRNN with individual terms
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<} hb_final

Age 2 Sex Male
— — anti-HBc- - anti-HBs: - Igh anti-HBC
1
() Negative () Negative () Negative
(%) Posttive () Postive O Posttive

) Unknawn ) Unknown O Unknown

[ cose |

Hepatitis -B Diagnosis using GRNN
DR 123 Name Revi
— HBsAg — Anti-VHD — AgHBe — — Anti_YHC-
) Negative (5) Megative () Negative (&) Negative
(%) Postive () Positive (3) Positive () Posttive
) Unknown ) Unknown O Unknown ) Unknown
(o]
Status : Positive Chronically infected

Fig. 7. Hepatitis B diagnosis generalized regression neatavork

6. CONCLUSION

Hepatitis B is a potentially life-threatening liver
infection caused by the hepatitis B virus. The wiru
interferes with the function of the liver while fegting in
hepatocytes. It is a major global health problerd dre
most serious type of viral hepatitis. Chronic lidisease is
caused by viral hepatitis and putting people ah higk of
death from cirrhosis of the liver and liver canddepatitis
B virus is transmitted between people by direcotito-
blood contact or semen and vaginal fluid of an diefe
person. Modes of transmission are the same as filvobe
Human Immunodeficiency Virus (HIV), but the hepatB
virus is 50 to 100 times more infectious. UnlikeviHthe
hepatitis B virus can survive outside the bodydbieast
seven days. During this time, the virus can stlse
infection if it enters the body of a person whonist
protected by the vaccine. The advantages of GRNfgcba
Hepatitis B diagnosis relative to other nonlineagression
techniques are as follows. (a) The network “leainsdne
pass through the data and can generalize from dearap
soon as they are stored. (b) The estimate convéergbe

conditional mean regression surfaces as more ané mo

examples are observed; yet, as indicated in theges, it
forms very reasonable regression surfaces basedigra
few samples. (c) The estimate is bounded by thé@maim
and maximum of the observations. (d) The estimatmat
converge to poor solutions corresponding to locaima

of the error criterion (as sometimes happens with

iterative techniques). (e) A software simulatior#sy to

N/N (GRNN) will be the best suitable Neural Network
for Hepatitis B diagnosis which will help in rednogi
extra time consumption in treatment. Even if therany
number of missing parameters in blood test, the
diagnosis will be done by atrtificial intelligencesing
generalized regression neural networks.
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