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ABSTRACT

Audio classification serves as the fundamental &te@rds the rapid growth in audio data volume. Bue
the increasing size of the multimedia sources dpaad music classification is one of the most intgoar
issues for multimedia information retrieval. Inghivork a speech/music discrimination system is liges
which utilizes the Discrete Wavelet Transform (DWAE) the acoustic feature. Multi resolution analysis
the most significant statistical way to extract fbatures from the input signal and in this stumynethod is
deployed to model the extracted wavelet featurgpp8u Vector Machines (SVM) are based on the
principle of structural risk minimization. SVM igplied to classify audio into their classes nangggech
and music, by learning from training data. Then pheposed method extends the application of Gawissia
Mixture Models (GMM) to estimate the probabilityrésity function using maximum likelihood decision
methods. The system shows significant results aitlccuracy of 94.5%.

Keywords: Audio Classification, Feature Extraction, Waveleaidsform, Support Vector Machine (SVM),
Gaussian Mixture Model (GMM)

1. INTRODUCTION normally has a wide range frequency distributioroagm
the audible range of human, from 0 to 20k Hz. The
The term audio is used to indicate all kinds ofiaud bandwidth of the speech signal is usually limitetbi50
signals, such as speech, music as well as moreaene Hz to 7 k Hz and hence, the spectral centroids wdicn
sound signals_ and their combin_ations. Multimedia signal are higher than that of the speech. In &mfdifor
databases or file systems can easily have thousands ;qnsjgering time-domain characteristics, musicghai
ng;)n r(e)C(;rdL'Jr;gi'o:I'eocvt\f)\r’]egft%e ggdlo'tlhs gﬁlualtlﬁ‘é“?nostusually has a lower silence ratio except that 8usg by
paq ytes wi y a singer or played on a solo instrument only. Caegba

primitive fields attached; namely, file format, nam . . ;
sampling rate. Meaningful information can be exedc to an ordinary speech signal, music has lower biitia

from digital audio waveforms in order to comparedan N Z€ro-crossing rate [base]. Besides, music hasialty
classify the data efficiently. When such informatis ~ More harmonic than other sound. Therefore, mus& ha
extracted, it can be stored as content descrigiom  higher harmonic than speech. Music usually haslaegu
compact way. These compact descriptors are of gt beats that can be extracted to differentiate infspeech
not only in audio storage and retrieval applicatjonut  for the sake of the melody and background noise.
also in efficient content-based segmentation, The problem of distinguishing speech signals from
classification, recognition, indexing and browsafglata. other audio signals (e.g., music) has become istrgly

The music signal is a special class in the signalimportant as automatic speech recognition systemas a
category that has its own characteristics differfemin applied to more real-world multimedia domains, sash
the speech signal in many ways. First of all, musicthe automatic transcription of broadcast news, inictv
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speech is typically interspersed with segments o§iem  generic audio classification and segmentation aggro
and other background noise (Ghosal and Saha, 2011). for multimedia indexing and retrieval is described.
These Speech/music mixtures appear quite often irmethod is proposed in (Sporket al., 2012) for
radio and television programmes. Movies, infotainme Speech/music discrimination based on root meanrsqua
productions and commercials contain speech, memimd ~ and zero-crossings. The method proposed in (Jaiaj,
effects and background sounds. Especially in coriaier 2013), investigates the feasibility of an audiodobsontext

these signal classes appear often in a mixed astd farecognition system where simplistic low dimensional
changing manner (Kiret al., 2012) feature vectors are evaluated against more standard

A variety of systems for audio segmentation or spectral features. Using discriminative training,

classification have been proposed in the bpast anGcompetitive recognition accuracies are achievech wit
prop P very low-order Hidden Markov models.

gany _featulgest schhCaRs ROELMe?n ISqugBelgRMIS), Zero Fekiet al. (2012) a speech/music discrimination system
rossing ate (. ) ( aret al., ), low was proposed based on Mel-Frequency Cepstral Cieetfi
frequency modulatlon (Golum_bcet al:, 2012), entropy (MFCC) and GMM classifier. This system can be used
and dynamism features (Krajewsitial., 2012) have select the optimum coding scheme for the curremhdr of

been used. ; . . : S .
. . an input signal without knowing a priori whethecdntains
The wavelets are suitable the tools for Speech/#usi speech-like or music-like characteristics.

classification because they have ability to deahwion- The classification of continuous general audio data

stationary signals such as music and speech, &gz conent-based retrieval was addressed in (Liu, 200
signals in different scales and achieve variabfeeti  pwT is computed by successive low pass and high pas
frequency localization (Sumithetal., 2011). filtering of the discrete time-domain signal whiektracts

In this study, three different types of wavelet featyures that characterize their spectral changetine.
transform based features have been extracted. These anp approach given in (Theodoretial., 2012) uses

characteristics are modeled using probability dgnsi sypport Vector Machine (SVM) for audio scene
function estimation which is called Gaussian Migtur cjassification, which classifies audio clips intneoof
Models (GMM). SVM is used to classify the audior&ly  five classes: Pure speech, non-pure speech, music,
into speech and music. environment sound and silence.
1.1. Related Work Audio classification techniques for speech recaogmit
and audio segmentation, for unsupervised multi ksgrea
During the recent years, there have been manychange detection are proposed in (Abdolali and Hame
studies on automatic audio classification and 2012). Two new extended-time features: Variancthef
segmentation using several features and technidimes. Spectrum Flux (VSF) and Variance of the Zero-Crugsi
most common problem in audio classification is Rate (VZCR) are used to pre-classify the audio and
speech/music classification, in which the highest supply weights to the output probabilities of thiKa
accuracy has been achieved, especially when thenetworks. The classification is then implementethgis
segmentation information is known beforehand. An weighted GMM networks.
audio feature extraction and a multi-group clasatfon .
scheme that focuses on identifying discriminatamyet 1.2. Outline of the Work
frequency subspaces using the Local Discriminate In this study, automatic audio feature extractiod a
Bases (LDB) technique has been describe@ishra classification approaches are presented. In order t
and Agrawal, 2012). For pure music and vocal music, discriminate the speech and music features such as
num-ber of features such as LPC and LPCC are ¢gttac Discrete Wavelet Transform are extracted to
in (Nagavi and Bhajantri, 2012) to characterizerthesic ~ characterize the audio content. Support Vector
content. Based on calculated features, a clusteringachine (SVM) is applied to obtain the optimal das
algorithm is applied to structure the music content boundary between the classes by learning from
A new approach towards high performance training data. The performance of SVM is compared
speech/music discrimination on realistic tasksteelao to GMM using maximum likelihood decision
the automatic transcription of broadcast news ismethods. Experimental results show that the
described in (Frikha and Hamida, 2012), in which an classification accuracy of GMM with DWT features
Artificial Neural Network (ANN) and HIDDEN Markov ~ can provide a better resulEigure 1 illustrates the
Model (HMM) are used. Subashimt al. (2012), a  block diagram of Speech/Music classification system

////4 Science Publications 35 JCS



Thiruvengatanadhan Ramalingam and P. Dhanalakshooirhal of Computer Science 10 (1): 34-44, 2014

Speech
—P| svM >

-» Music
Input wav —’ DWT
—p| Speech
—Pp| GMM
—»| Music

Fig. 1. Block Diagram for speech/music classification

2. FEATURES FOR SPEECH/MUSIC scales. Filters are one of the most widely usedasig
DISCRIMINATION processing functions.

The wavelet analysis process is to implement a
Acoustic feature extraction plays an important iale ~ Wavelet prototype function, known as analyzing vieve
constructing an audio classification system. Theiaito ~ OF mother wavelet. Coefficients in a linear combima
select features which have large between-classaratt ~ Of the wavelet function can be used in order to@sent

within-class discriminative power. Discriminativeweer w:vgz\{elgggegt gr;ttig?\sorc;glr?alljesIgr;arlllolrrrlnégm\};tﬁ)fthe
of features or feature sets tells how well they can : P P

discriminate different classes. Feature selectien i appropriate wavelet coefficients. Choose the best
. T .~ wavelets adapted to represent your data, alsoaterbe
usually done by examining the discriminative caliigbi

£ the f h ; ¢ tt coefficients below a threshold (Relékal., 2012).
of the features. The performance of a set of featur Wavelets can be realized by iteration of filterdhwi
depends on the application. The design of deseeipti

; f " lication is h ha rescaling. The resolution of the signal, which is a
eatures for a specilic application Is hence thanma \ea5yre of the amount of detail information in the
challenge in building audio classification systems.

) X signal, is determined by the filtering operatiomsl ahe
In section 2, the related theoretical backgroundhen scale is determined by up sampling and down sagplin

fe_atures_ used _for music/speech discrimination syste (sub sampling) operations (Patil and Ruikar, 20T2)e
will be given briefly. DWT is computed by successive low pass and high pas
2 1. Discrete Wavedet Transform filtering of the discrete time-domain signal aswhain
) ~ Fig. 2. This is called the Mallat algorithm or Mallat-¢re

The Discrete Wavelet Transform (DWT), which is decomposition. Its significance is in the manneoitnects
based on sub-band coding, is found to yield a fastthe continuous-time multi resolution to discretaeiifilters.
computation of Wavelet Transform. It is easy 10 |y the figure, the signal is denoted by the seqeieta],
implement and reduces the computation time andwhere n is an integer. The low pass filter is deddly G
resources required. The foundations of DWT go back \yhile the high pass filter is denoted by H
1976 when techniques to decompose discrete time At each level, the high pass fiter produces detail
signals were devised (Liu, 2010). Similar work wl@sie  information d[n], while the low pass filter assdeih with
in speech signal coding which was named as sub-bandcajing function produces coarse approximatioms, a
coding. In 1983, a technique similar to sub-bandirog The Discrete Wavelet Transform (DWT) is a
was developed which was named pyramidal coding.special case of the WT that provides a compact
Later many improvements were made to these codingepresentation of a signal in time and frequenat th
schemes which resulted in efficient multi-resolotio  can be computed efficiently.
analysis schemes. In DWT, a time-scale representati The DWT is defined by the following Equation (1):
of the digital signal is obtained using digitaltdiling
techniques. The signal to be analyzed is passedighr _ i .
fiters with different cutoff frequencies at difmt ~ W(K) =2 2 x(Kje 2¥(2"n- k) M)
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Fig. 2. Two level wavelet decomposition technique

where, W(t) is a time function with finite energy and in power transformer, because the number of feattoe
fast decay called the mother wavelet. The DWT be the basis for classification of transient evenéy not
analysis can be performed using a fast, pyramidalhave to be limited. Also SVM based classifiers are
algorithm related to multi rate filter banks. claimed to have good generalization properties et
As a multi rate filter bank the DWT can be viewed a to conventional classifiers, because in training $vM
a constant Q filter bank with octave spacing betwibe classifier, the structural miscellaneous risk is lie
centers of the filters. Each sub band contains tr@f  minimized, whereas traditional classifiers are Ugua
samples of the neighboring higher frequency suldban trained so that the empirical risk is minimized.
In the pyramidal algorithm the signal is analyzed a Support Vector Machine (SVM) is very effective
different frequency bands with different resolutibg method for general purpose pattern recognitione@Gia
decomposing the signal into a coarse approximatimh  set of points which belong to either of two classes
detail information. The coarse approximation isnthe SVM finds the hyperplane leaving the largest pdesib
further decomposed wusing the same waveletfraction of points of the same class on the sarde, si
decomposition step. This is achieved by successiye while maximizing the distance of either class frime
pass and low pass filtering of the time domain aigmd hyper plane. SVMs perform pattern recognition betwe

is defined by the following Equation (2 and 3): two classes by finding a decision surface that has
maximum distance to the closest points in the itngiset

Ygn[K] = D X[nlg[2k —n] (2) which are termed support vectors. Principle of SigV
where there are many possible linear classifieas ¢hn

Vi [K] :an[n]h[2k -n] (3) separate the data, there is only one that maxintizes

difference between. SVMs are particular classifibed are

: . based on the margin-maximization principle (Kapgl.,
where, K], k] are the outputs of the high pass . . .

and Iowygg[ss! (%ll)ovlzi[lt(]ers, respecti\?ely after sum?slmpg by @ 2012). A powerful machine learning technique fotada
2. Because of the down sampling the number oftiagul ~ classification, SVM performs an implicit mapping of
wavelet coefficients is exactly the same as thebmyrof ~ data into a higher (maybe infinite) dimensionaltiiea
input points. A variety of different wavelet faneiti have ~ space and then finds a linear separating hypeepiatt
been proposed in the literature. In our impleméstiathe ~ the maximal margin to separate data in this higher
4 coefficient wavelet family (DAUB4) proposed by dimensional space (Bhavsar and Panchal, 2012).

Daubechies is used. A SVM constructs a hyper plane or set of hyper
planes in a high or infinite-dimensional space,chitare

3.CLASSIFICATION MODEL used for classification, regression, or other tasks
) Intuitively, a good separation is achieved by tlypdr
3.1. Support Vector Machine plane that has the largest distance to the netagsing

SVM have the potential to handle very large feature data point of any class (Liret al., 2012). To keep the
spaces, because the training of SVM is carriedsouhat ~ computational load reasonable, the mappings us&Vby
the dimension of classified vectors does not havea Schemes are designed to ensure that dot produgtdena
distinct influence on the performance of SVM asas in ~ computed easily in terms of the variables in thgiral
the conventional classifier (Lazousi al., 2013). This  space, by defining them in terms of a kernel famcti
will also benefit in classification of transientggfomena  selected to suit the problem (Sureshal., 2012).
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function using non-linear class boundaries baseslipport
vectors. If the data are linearly separated, S\dihgrlinear
machines for an optimal hyper plane that sepathéedata
without error and into the maximum distance betwisen
hyper plane and the closest training points. Théitrg

points that are closest to the optimal separatypghplane
are called support vectors.

Figure 3 shows the architecture of the SVM. SVM
maps the input patterns into a higher dimensional
feature space through some nonlinear mapping chmsen
priori. A linear decision surface is then constadtin

(®)

SVM constructs a linear model to estimate the d&tis [~ x ‘2
K(xx,) =exp —— >
()

Alternatively, it could also be implemented using
Equation (6):

K(x,x,) =expy [x=x 1) (6)

The adjustable parameter sigma plays a major role i
the performance of the kernel and should be cdyeful

his hiah di - |t h . _tuned to the problem at hand. If overestimated, the
this high dimensional feature space. Thus, SVM is 8exponential will behave almost linearly and thehieig

linear classifier in the parameter space, but@bees a  gimensional projection will start to lose its nonelar
non-linear classifier as a result of the non-linear hoyer. In the other hand, if underestimated, theetion
mapping of the space of the input patterns intohtig  \yj|| Jack regularization and the decision boundavif

dimensional feature space. _ ~ be highly sensitive to noise in training data.
For linearly separable data, SVM finds a separating

hyper plane which separates the data with the sarge 3.1.2. Sigmoidal Kernel

margin. For linearly inseparable data, it mapsdat in Sigmoidal kernel functions which aren’t strictly
the input space into a high dimension spag&'x- O (x) positive definite also have been shown to perfoeryv
0 R with kernel functiori] (x), to find the separating hyper well in practice. Despite its wide use, it is natsjtive

plane. An example for SVM kernel functién(x) maps 2-  semi-definite for certain values of its parameters
Dimensional input space to higher 3-Dimensionatuiea  Equation (7):

space as shown iRig. 3. SVM was originally developed
for two class classification problems. The N class tanh@,x x +B, ) 7
classification problem can be solved using N SVE&ch
SVM separates a single class from all the remaidiagses
(Lim and Lim, 2012).

SVM generally applies to linear boundaries. In the 3.1.3. Polynomial KERNEL

case where a linear boundary is in appropriate 34N The Polynomial kernel is a non-stationary kernel.
map the input vector into a high dimensional feaspace.  pglynomial kernels are well suited for problems mehe

By choosing a non-linear mapping, the SVM constract 5| the training data is normalized Equation (8):
optimal separating hyper plane in this higher disiaral

where, xis support vector$0, 1 are constant values.

space, as shown Fig. 4. The function K is defined as the  K(x,x;) =(ax"x; +c)° (8)
kernel function for generating the inner products t )
construct machines with different types of nondine Adjustable parameters are the slope alpha, the

constant term ¢ and the polynomial degree d.

The dimension of the feature space vedi@k) for
K (x,x,) = 0(x).0(X), (4) the polynomial_ kernel_of_degree p aqd for the input
pattern dimension of d is given by Equation (9):

decision surfaces in the input space Equation (4):

The kernel function may be any of the symmetric (p+d)!
functions that satisfy the Mercer's conditions pid!
(Brunneret al., 2012). There are several SVM kernel
functions are. For sigmoidal kernel and Gaussian kernel, the

. dimension of feature space vectors is shown tofiite.
3.11 Gaussian Kernel Finding a suitable kernel for a given task is arerop

The Gaussian kernel is an example of radial basisresearch problem. Given a set of audio correspgridiiN

function kernel Equation (5): categories for training, N SVMs are trained.

9)
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Output

Fig. 3. Architecture of the SVM (Ns is the number of sugip@ctors)
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Fig. 4. An example for SVM kernel functio®(x) maps 2-dimensional input space to higher 3-dsi@nal feature space. (a)
Nonlinear problem. (b) Linear problem
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Fig. 5. Gaussian mixture models
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Each SVM is trained to distinguish between onegate  densitiesf®(.). Each Gaussian density functign(.) is

and. all other categories in the- training set._ Dyirin parameterized by the mean vector is parameterized b
testing, the f:lass label | of an audio x can berdeited o yean vectqr® and the covariance matrix’ using
using Equation (10): i i

Equation 12:
|= n, .|fdn(x)+t>0 (10) 1
0, ifd,(x)+t<0 f3(X) =———=exp
(2ny’|=;

whered, (x) = max{d (x)}y, and d(x) is thg distance frgm (—E(X ‘H?)T (Zf)_l(x —Pf)j (12)
x to the SVM hyper plane corresponding to category 2

The classification threshold is t and the clasglldl= 0
stands for unknown. where, () and [z denote the inverse and
3.2. Gaussian Mixture Model determinant of the covariance maffjx respectively.

The Gaussian Mixture Model (GMM) is used in The mixture weightos,a5,..a5 ) satisfy the constraint
classifying different audio classes. The Gaussian

classifier is an example of a parametric classifteis an 3" a*=1. Collectively, the parameters of the mod@l

intuitive approach when the model consists of sdver ?re denoted a§ ={a3 S5}, i = 1,2,...M. The number
K SUSZY, 2,...M.

Gaussian components, which can be seen to mod

acoustic features. In classification, each class isOf Mixture components is chosen empirically forizeg

represented by a GMM and refers to its model. Qhee ~ dafa set. The parameters of GMM are estimated using
GMM is trained, it can be used to predict whichssla  iterative expectation-maximization algorithm.
new sample probably belongs(Xing et al., 2012). The motivation for using Ga_ussmn densmes as the
The probability distribution of feature vectors is representation of audio features is the potenti@Ms
modeled by parametric or non-parametric methods.to represent an underlying set of acoustic clagses
Models which assume the shape of probability densit individual Gaussian components in which the spéctra
function are termed parametric. In non-parametric shape of the acoustic class is parameterized byntan
modeling, minimal or no assumptions are made vector and the covariance matrix. Also, GMMs hadve t
regarding the probability distribution of featureciors.  ability to form a smooth approximation to the arduitly
The potential of Gaussian mixture models to represer shaped observation densities in the absence ofr othe
underlying set of acoustic classes by individuali&ian information. With GMMs, each sound is modeled as a
components, in which the spectral shape of thesiimou mixture of several Gaussian clusters in the feagpeze.
class is parameterized by the mean vector and the GMMs model the distribution of feature vectors.
covariance matrix, is significant. For each class, assume the existence of a protyabili
Also, these models have the ability to form a srhoot density function expressible as a mixture of a nemb
approximation to the arbitrarily-shaped observation of multidimensional Gaussian distributions. The
densities in the absence of other information iterative Expectation Maximization (EM) algorithrs i
(Nidhyananthan and Kumari, 2013). With Gaussianusually used to estimate the parameters for each
mixture models, each sound is modeled as a mixdfire Gaussian component and the mixture weights
several Gaussian clusters in the feature spacebdsis  (Jothilakshmi and Kathiresan, 2012).

extracted from a class can be modeled by a mixaére gjecomposition have been proposed, many of whictisfoc
Gaussian densities as showrFig. 5. _ on maximum likelihood methods such as Expectation
For a D dimensional feature vector x, the mixture \jaximization (EM) or Maximum A Posterior Estimation
density function for category s is defined as EquatL1): (MAP). Generally these methods consider separahely
" question of parameter estimation and system
p[é} =ZQi5fi5(x) (11) identification, that is to say a distinction is nedoktween
A i=1 the determination of the number and functional farin

components within a mixture and the estimationhaf t
The mixture density function is a weighted linear corresponding parameter values (Watangtz., 2010).
combination of m component uni-modal Gaussian The E-step and M-step are repeated till the comrarg
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of the parameters. In most of the cases, number o
iterations taken by the EM algorithm for convergenc
(Yangn et al., 2012). The parameters obtained after

f 4. IMPLEMENTATION

4.1. Dataset

convergence are called optimal parameters. Bayesian

classifier utilizes these optimal parameters for
constructing the segmentation map. For every pitxel
calculates posterior probabilities of classes.

3.2.1. Expectation M aximization (EM)

Expectation Maximization (EM) is seemingly the
most popular technique used to determine the paease
of a mixture with an a priori given number of
components. This is a particular way of implementin
maximum likelihood estimation for this problem. EM
of particular appeal for finite normal mixtures whe

The broadcast audio data are recorded using a TV
tuner card from various TV channels which comprise
different 200 clips of speech, 360 clips of mu&ach
clip consists of audio data ranging from one sectuind
about ten seconds, with a sampling rate of 8 kigzhifs
per sample, monophonic and 128 kbps audio bit rate.
The waveform audio format is converted into rawuesl
(conversion from binary to ASCII) i.e., 8000 sample
values per second. Silence segments are removad fro
the audio sequence for further processing.

closed-form expressions are possible such as in thé-2. Signal Pre-Processing

following iterative algorithm. The Expectation-
maximization algorithm can be used to compute the
parameters of a parametric mixture model distrdyutit
is an iterative algorithm with two steps: an expdon
step and a maximization step (Watana&beal., 2010).
The expectation step with initial guesses for the
parameters of our mixture model, "partial membgrshi
of each data point in each constituent distributien
computed by calculating expectation values for the
membership variables of each data point.

That is, for each data point and distribution Y, the
membership value;yis Equation (13):

v, =af, (x:8 )/fx(x) (13)

Audio signal has to be pre processed before
extracting features. There is no added informaitiotine
difference of two channels that can be used for
classification or segmentation. Therefore it isiddde to
have a mono signal to simplify later processes. The
algorithm checks the number of channels of theaudi
the signal has more than one channel, it is mixadndo
mono. The amplitude of the signal is then normalitee
the maximum amplitude of the whole file to remowvey a
effects the overall amplitude level might have de t
feature extraction (Mitrat al., 2012).

4.3. Feature Extraction

The feature is extracted from each frame of the
audio by using the feature extraction techniquesreH

The maximization step with expectation values in the DWT features are taken. An input wav file igegi

hand for group membership, plug in estimates are

recomputed for the distribution parameters. Theimgix
coefficients aare the means of the membership values
over the N data points Equation (14):
a, =1/NY "y, (14)

The component model parametefs are also
calculated by expectation maximization using datiats
x; that have been weighted using the membership salue
For example, if is a mean p Equation (15):
Ho=ZY X% 15 (15)
with new estimates for th€s the expectation step is

repeated to recompute new membership values. Tite en
procedure is repeated until model parameters cgaver
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to the feature extraction techniques. The featalees
will be calculated for the given wav file. The algov
process is continued for 560 number of wav filese T
feature values for all the wav files will be stored
separately for speech and music.

4.4, Classification

When the feature extraction process is done thsaud
should be classified either as speech or musia. irore
complex system more classes can be defined, such as
silence or speech over music. The latter is oftassed
as speech in systems with only two basic classhe. T
extracted feature vector is used to classify wirethe
audio is speech or music. A method where the
classification is based on the output of many frame
together is proposed. In this method, based owutgut
the feature values are extracted from the speedi¢mu
wav file and it is appended with two categories.eOn
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category is appended for speech wav and the othepased on the maximum distance. The same process is
category is appended for the music wav. By usirg th yepeated for different features and the performaace
feature values with appended value SVM training is studied. The testing sample is tested using thiedda

carried out. As a result of the training data twodel model and create a result. The result will show
files will be created one for speech and the ofoer )

music. For testing the feature extraction is dome o Whether the audio is speech or music.
different speech and music wav files other than the WhenTable1lis taken into consideration, it can be seen

speech and music wav files used in the trainingAt  that wavelet based parameters have higher clasific
the values would be used for testing, the SVM tdsts  results than traditional features. The best perdnice has
features based on models created during the t@inin been obtained with Daubechies8 wavelet.
Each second consists of 100 frames and each frame i The choice of a Kernel depends on the problem at
assigned a class by a SVM classifier. Then, a globahand because it depends on what we are trying tiemo
decision is made based on the most frequentlyThe motivation behind the choice of a particulariet
appearing class within that second. can be very intuitive and straightforward dependimg
4.5, Evaluation using SYM and GMM what kind of information we are expecting to extrac
) . about the data. Th&able 2 shows that the Gaussian
_ A mnon-linear support vector classifier is used 10 yorne| glassification performance is greater thae t
discriminate the various categories. The N class
classification problem can be solved using N SVMs other two .kerne!s.
) " Gaussian mixtures for the two classes are modeled
EBach SVM separates a single class from all thefor the features extracted. For classification fibature
remaining classes (one-vs-rest approach). : .
vectors are extracted and each of the feature vésto
45.1. Training given as input to the GMM model. The distributioh o
For clasgif?cation, the audio files other than fites Lhaeveagﬁgzgﬁ ;erz?]t;:ife If)f (;a,lp;?rse’dlg Sr:]r;gtu(r;eMrlxl dd\é\{s
used for training are tested. The extracted feataotor The class to which the audio sample belongs is

is used to classify whether the audio is speeamu@siC. e iged based on the highest output. Audio classiéin
A method where the classification is based on thtpwd using GMM gives an accuracy of 95.9%. The
of many frames together is proposed. Support vectoerformance of GMM for different mixtures as shoiwn
machine is trained to distinguish acoustic featwts  Fig. 6 shows that when the mixtures were increased from
category from all other categories. Two SVMs are 5 to 10 there was no considerable increase in the
created for each acoustic feature for each categ@y  performance. With GMM, the best performance was
training, 100 feature vectors are extracted fromtted achieved with 10 Gaussian mixtures.
two categories, for 1 second duration each. Theesam The performance of the system for 2, 5 and 10
process is repeated for 4 secs, 6 secs and 8 Bees. Gaussian mixtures is shown Trable 3. The distribution
training process analyzes audio training datartd in  of the acoustic features is captured using GMM. The
optimal way to classify audio frames into theirpegive class to which the speech and music sample belisngs
classes. The derived support vectors are usedagsifyl  decided based on the highest outigble 3 shows the
audio data. The training samples are loaded andlagses  performance of GMM for speech and music
are created, for each category. The two categuilede classification based on the number of mixtures.
trained with two class 0 and class 1 with 560 exasp The performance of the system using SVM and GMM
: for Speech/Music classification is givenTiable 4.
4.52. Tedting Experiments were conducted to test the
For testing, 100 acoustic feature vectors (1 seanof performance of SVM using gaussian, sigmoidal and
audio file) are given as input to SVM model and the polynomial kernel functions. SVM performs well with
distance between each of the feature vectors aad tha lesser number of feature vectors. Using GMM, a
SVM hyperplane is obtained. The average distance isbetter performance is achieved even if the size of
calculated for each model. The average distancesgiv feature vector is larger.
better performance than using distance for each GMM best performance than SVM systems give
feature vector. The category of the audio is detide equivalent results for each kind of categorig. 6.
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100 - Model which showed an accuracy of 95.4%. GMM using
90 - ESVM EM algorithm is used to estimate the parameterg Th
80 - B GMM performance of GMM for different mixtures shows

g 70 - satisfactory results. The proposed feature extracind

8 60 - classification models results in better accuracerall/

5 50 . 94.5% in speech/music classification. This workidat&s

= 40 - that Support Vector Machines and Gaussian Mixtuoel@!

% 30 - can be effectively used for audio classificatiam.fuiture

& 9 study other acoustic features namely Linear Piedict
10 Coefficients, Linear Prediction Cepstral Coeffitgoan be

0 extracted and the performance can be analysed and

compared with the performance of Discrete Wavelet
Transform features. Other pattern classificatiarhnéue
Fig. 6. Performance of speech/music classification usiiylS  can also be studied to compare the performanceSMi

and GMM and GMM. Even though by now some progress has been
achieved, there are still remaining challengesdamttions
for further research, such as, extracting diffeffieatures

Speech Music
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