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ABSTRACT

The image is a 2D signal whose pixels are highlyatated in a 2D manner. Hence, using pixel by Ipixe
error what we called previously Mean-Square Ef®ISE) is not an efficient way to compare two simila
images (e.g., an original image and a compressesioneof it). Due to this correlation, image conipan
needs a correlative quality measure. It is cleat tiorrelation between two signals gives an ideauathe
relation between samples of the two signals. Gdlgespeaking, correlation is a measure of similarit
between the two signals. An important step in imsigglarity was introduced by Wang and Bovik whare
structural similarity measure has been designedcaiidd SSIM. The similarity measure SSIM has been
widely used. It is based on statistical similardigtween the two images. However, SSIM can produce
confusing results in some cases where it may gireratrivial amount of similarity while the two irgas

are quite different. This study proposes methodietermine a reliable similarity between any twages,
similar or dissimilar, in the sense that dissimilmages have near-zero similarity measure, whiltalar
images give near-one (maximum) similarity. The s methods are based on image-dependent
properties, specifically the outcomes of edge ditecand segmentation, in addition to the statidtic
properties. The proposed methods are tested undessian noise, impulse noise and blur, where good
results have been obtained even under low PealaSigiiNoise Ratios (PSNR'’Ss).
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1. INTRODUCTION example, systems used for compression, restoration,
enhancement, etc. The goal of quality assessmemnfirgl
An important feature of natural images is that they robust techniques for objective evaluation of imggality
are highly structured signals, meaning that thegiena inaccord with subjective human assessment.
samples exhibit strong correlation; this is more Over the years many researchers have contributed to
evident when samples are in spatial proximatityisTh the design and implementation of reference quality
2D correlation carries important information aboh assessment algorithms. Wang and Bovik (2002) adoide
structure of the objects in the image. using traditional mean-squared error methods and
An objective image quality measure can have aproposed a model for any image distortion that is
significant role in image processing and its agitms, dependent on a distortion in a combination of three
where it can be used to monitor and adjust imagdityu ~ quantities: Correlation, luminance and contrast.
Also, a quality measure can be used to optimize Wanget al. (2004) proposed a promising technique
algorithms and parameter settings of image praegssi (SSIM) for distance covariance to measuring thecttral
systems, an to benchmark image processing algaithm similarity based on number of statistical measurgme
Machine evaluation of image and video quality is such as mean, standard deviation and they proguoea
important for many image processing systems, forrelation among these standards Equation 1:
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(2u,u, +C )20, + C) 1) distortion in perceptual visual domain. Generally,
(2 +12+C,)(0% +02+C,) these changes include:

p(x.y) =

* Scale, orientation, lighting and image contrast.
where,p(x,y) is the SSIM measure between two images*®  Spatial distribution of texture
x and y,p and o? are the statistical mean and variance *  Position of objects

of pixels in image x|{y, o2 are defined similarlyl, is Some kinds of distortion may higly affect the image

the statistical variance between pixels in imagesaty ~ €ven if distortion is small, for example:
while the COﬂSZtan'ES 1®nd G are defined as G (K]_L)2 . Sharpness of image contours
‘L‘”dz(é;((KZL) » with Ky l"]‘”dl l<2)are small constants and . other distortions or artifacts in sensitive regitike
= maximum pixel value). the face

This approach gives high level of similarity foris® _
free condition while it goes to zero when noiseréase, Kaur et al. (2012) improved the performance of
in other words it gives similarity with two diffene ~ metrics like Coefficient of Correlation (CoC) and
images due to it dependent only the statisticaufeatof ~ Structural Similarity Index (SSIM) for image recaigon
images which may have some correlations. SSIM can’t” rleal -time environment. |L|et hal.. (ZOIO)f used a
reveal all image structural properties, so we rteedore similarity assessment to select the images OrM’
specific measurements that are image-dependent. where a new similarity measure has been proposed us

Sheikhet al. (2006) presented results of an extensive complex wavelets. This measure has been shown to be

o . : robust to small rotations and translations as agllarge
subjective quality assessment. In their study abermof : :
distorted i luated b b i intensity and contrast changes.
IStorted Images were evaluatéd by a Number of huma — npapet 5. (2010) proposed a novel image quality
subjects, where image quality data obtained fromdmu

o . assessment technique which is based on the
quality judgments is used to evaluate several {ull ;. entional SSIM and the discrete cosine transform

reference image quality assessment methods. Tidy st (DCT). The method presents a frequency structural
was the largest subjective image quality studyhie t comparison by weighting the frequency components
literature in terms of number of images, distortitgpes depending on the sensitivity of human eye.
and the number of human evaluations. Liu and Wang (2011) introduced a similarity measure
A recent improvement on SSIM is presented by based on edge structural similarity; while Léb al.
Sampatt al. (2009): The Complex Wavelet SSIM (CW- (2011) presented an objective fusion quality index.
SSIM). It is based on wavelet coefficients that are  Please note that the above-mentioned similarity
extracted at the same spatial locations in the sameneasures are all based on statistical moments,hichw
wavelet subbands of the two images under test. Thisve will focus in this study, while there are other
approach is shown to be less sensitive to smalhgic ~ moments that can also be used to test similarity
variations or distortions (such as rotations, tatimns  (Lajevardi and Hussain, 2010a; 2010b).
and difference in scale). Blaschet al. (2008) presented a novel approach on

Szekelyet al. (2007) improved similarity testing by objective non-reference image fusion performance

adding a new distance measurement called “Energy’;\ssessment The proposed measure is an extengioa of
Universal Image Quality Index (UIQI); where its

Statistics” based on the following formuila: weighting factor is the similarity between block$ o
D(, V) = 2e[d(X, Y)] - gd(X, X —dd(Y,YT) pixels in the input images and the fused image.

In this study, we enhance the basic SSIM, proposed
where,e is the expectation and d(X, Y) is the by Wanget al. (2004) and study the performance of
Euclidean distance. This measure considers stlsti SSIM and the proposed enhanced method under noisy
observation and statistical potential energy. Eperg conditions and blur. The enhancement is based on
statistics is a function of distance between stiaté image segmentation and edge detection techniques to
observations. This approach has a high rate ofgive more reliable similarity measure.
complexities and computational difficulties.

Reference Zhanget al. (2009) explains many 2. RATIONALE
limitations and challenges of current approached of
image quality measurement. It is stated that eact k We noticed that SSIM measure introduced by

of image difference will cause a different kind of Wang et al. (2004) gives false similarity between
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unrelated images; hence, it needs more image-depénd i, =b, g, (5)
properties to be reliable. We utilized segmentatoal
edge properties and combined them with SSIM tdtget If the random variable that represents the timentou

enhanced measure mSSIM; also we tested SSIM and¢ arrival (since the last impulse) is T, then the
Mssm und_er disruptive conditions like Gaussiansagi probability of arriving m samples after the prevdou
impulse noise and blur. impulse, p(m), will be Equation 6:

The design of SSIM was based on image statistical ) )
properties, Wanget al. (2004), hence the non-zero Noting that Equation 7:
SSIM measurep (X, y) between unrelated images x

and y. We noticed that even straightforward &(T)=var(T)=A @)
segmentation (of the two imagesy into K-pairs of
corresponding sub-images, %, i = 1,2,...,K) can The power of the Gaussian amplitude will

substantially reduce the chance of statistical laitty contribute a total noise power of Equation 8:
between all available segments, therefore we pmpus

following image dependent measure Equation 2: n =o? /A 8)
p

K
iUx,y) = |_1|P(Xi V) (2) Hence, we define r, the Peak Signal to Noise Ratio
. (PSNR), as follows Equation 9:

Similarly, the inclusion of edge effects into SSIM ) s
will highly reduce the chance of statistical simitg, =L L 9)
hence we propose the following image-dependent n, o’
measure Equation 3:

5.RESULTS
n(x,y) =R(x,y)p(x,y) 3)
The proposed measures as well as SSIM have been
Noting that R(x; y) is the 2D edge correlation simulated using MATLAB. Note that€p (X, y) <1, so

coefficient defined as Equation 4: arel(x, y) andn(x, y). For completely similar images we

havep(x, y) = 1; while for totally different images we

B 5Z(g-g)h-h) ‘ 4 have p(x, y) = 0. It is better to calculate similarity
R(x,y)= (4) measures locally not globally; hence, anxN

2 2
\/[z‘ 2,0 -6 )% 5y —h) ]‘ window (M = 11) is used with a standard deviatidn o
1.5, Wanget al. (2004). The constants C1 =(K? and
where, g and h are the new images resulting frqolyiag C, = (K,L)? (K, and K being small constants, L = 255)
an edge detection technique to the test imagesdxyan where chosen as;k 0.01 and K= 0.03, Wanggt al.

respectively, while gand j are their global means. (2004). Note that the performance of SSIM is ingeses

to these constants, Waegal. (2004).
4. THE TEST ENVIRONMENT . .
5.1. Performance under Gaussian Noise

The proposed SSIM measures have been tested under First
Gaussian noise and blur. Impulse noise, e = [efipich
is a source of noise in many image processing rEgste
has also been considered. The arrival time of nbise
process at an instant k is formulated as a Poigsmress
by with parameteiA, while the amplitude of any noisy
sample is formulated as a Gaussian procgssith zero )
mean and variance af’. The overall impulsive noise PSNR:L—
processiiis given by Al-Mawaliet al. (2010) Equation 5: Py

we implemented the Segmentation-based
Measure (mSSIM) as per Equation 2 and tested its
performance when the other image is corrupted with
Gaussian noise. Peak Signal to Noise Ratio (PSNR) w

used in this test as follows:
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where, R is the Gaussian noise variance (power). Theshown inFig. 1b; while the result of comparing two
result of using mSSIM for two similar images is dissimilar images is shown irFig. 2a and b,
shown inFig. 1la, with performance of mSSIM as respectively. We used the images "woman” and
compared to SSIM (represented by Equation 1) is"moon” from MATLAB.

Noisy image;
PSNR (dB) =50

Original image

Noisy image; PSNR Noisy image; PSNR
@B)= 10 LB~

()
{5 Performance of SSIM for similar images under gaussian noise
- veenens SSIM
e 111 S STM

0.8

0.6 |

0.4

Similarity measures (pey-Eyy)

02 F

Peak SNR (dB)
(b)

Fig. 1. Performance of SSIM and mSSIM using similar imagader Gaussian noise. (a) Above: The test imadpsB¢low:
Performance comparison between SSIM and mSSIM
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Original Noisy image: PSNR
image (dB)=50

Noisy image; Noisy image: PSNR
PSNR (dB) =10 (dB) =-50

@)

Performance of SSIM for dissimilar image under gaussian noise

12 .
vevnnne SSIM
— 1 SSTM
1 - -
G 08} .
g
g osf -
Z 04f 1
Z 02t 4
. e
0.2 s
-50 0 50

Peak SNR (dB)
(b)

Fig. 2. Performance of SSIM and mSSIM using dissimilar ieggnder Gaussian noise.(a) Above: The test imdgeBelow:
Performance comparison between SSIM and mSSIM

Secondly, we implemented the Edge-basedshown inFig. 3 and 4, with performance of eSSIM
Measure (eSSIM) as per Equation 3 and tested itscompared to that of SSIM (represented by Equation
performance under Gaussian noise. Canny method ha%). In case of dissimilar images, a clearer
been utilized for edge detection, Canny (1986); comparison can be viewed using logarithmialec
though other methods can also be used. The remdts a shown inFig. 4.
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Original Noisy image; PSNR
image (dB) =50

Noisy image; PSNR
(dB)=10

Performance of SSIM for dissimilar image under gaussian noise

v SSIM
e 1115 S TV

08

0.6

04

Similarity measures (Puy M)

02

-0.2 L
-50 0 50

Peak SNR (dB)

(b)

Fig. 3. Performance of SSIM and eSSIM using similar imageder Gaussian noise (a) Above: The test imagesB@w:
Performance comparison between SSIM and eSSIM

5.2. Performance Under Blur (convolution) with a 2D averager, with window lehgt
W. Figure 5 and 6 show the performance of eSSIM as
The proposed methods have also been tested undesompared to that of SSIM under blur for different
blur. We simulated blur effect as spatial windowing window lengths.
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Similarity measures puy My

Original
image

Noisy image: PSNR
(dB)=10

@)

Noisy image: PSNR
(dB) =50

Noisy image; PSNR
(dB)=-50

b

10°

e 5 STV
ceen o mSSIM

102

10~
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L

Performance of SSIM for dissimilar image under gaussian noise

0

Peak SNR (dB)

(b)

Fig. 4. Performance of SSIM and eSSIM using dissimilar iesagnder Gaussian noise (a) Above: The test imdgeBelow:
Performance comparison between SSIM and eSSIM.rithgac scale is used
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Original Blurred image;
image

wine length = 3

Blurred image: Blurred image:
wine length = 16 wine length = 32

@

Performance of SSIM for similar image under blur

1.2 L) 1 1 1 1 1
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; 04+ :
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0 N 10 15 20 25 30
Window length (increased blurring)
(b)

Fig. 5. Performance of SSIM and eSSIM using similar imageder blur (a) Above: The test images (b) Belowmfdmance
comparison between SSIM and eSSIM
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Original Blurred image:
image wine length = 3
K

Ll |

Blurred image: Blurred image;
wine length = 32

wine length = 16

@
Performance of SSIM for dissimilar image under blur
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[(RERTRN] SSINI
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Window length (increased blurring)
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Fig. 6. Performance of SSIM and eSSIM using dissimilar iesagnder blur (a) Above: The test images (b) BelPerformance
comparison between SSIM and eSSIM (using logaritisnale)
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Original 2 =50; PSNR

Impulsive noise, poisson arrival with L =50
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Fig. 7. Performance of SSIM and eSSIM using dissimilar iesagnder impulse noise with low arrival rate 50 (a) Above: The
test images (b) Below: Performance comparison betv@&SIM and eSSIM
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A = 50; PSNR

(@)

Impulsive noise. poisson arrival with . = 10
1.2 T
TR SSM
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Similarity measures (Ryy)
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Fig. 8. Performance of SSIM and eSSIM using dissimilar iesagnder impulse noise with high arrival rate 10 (a) Above: The
test images (b) Below: Performance comparison batv@&SIM and eSSIM
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5.3. Performance under Impulse Noise Blasch, E., X. Li, G. Chen and W. Li, 2008. Image
quality assessment for performance evaluation of
image fusion. Proceedings of the 11th International
Conference on Information Fusion, Jun. 30-Jul. 3,
IEEE Xplore Press, Cologne, pp: 1-6.

Canny, J., 1986. A Computational approach to edge
6. DISCUSSION detection. IEEE Trans. Patt. Anal. Mach. Intell., 8

679-698. DOI: 10.1109/TPAMI.1986.4767851

The conventional SSIM, published by Wang and Dan, L., D.Y. Bi and Y. Wang, 2010. Image quality

Impulse noise has been simulated as per Equation 5-
9. Performance of SSIM and the proposed measukes ha
been compared under impulse noise as showkign7
and 8 for different values of Poisson parameter

Bovik (2002), outperforms mSSIM or eSSIM in assessment based on DCT and structural similarity.
discovering similarity between similar images, wher Proceedings of the 6th International Conference on
it gives higher correlation coefficient at simil&NR Wireless Communications Networking and Mobile
and blur. Hence, SSIM outperforms the proposed Computing, Sept. 23-25, IEEE Xplore Press,
measures in case of comparing two similar images, Chengdu, pp: 1-4. DOI:
where it gives reasonable similarity at lower PS8IR’ 10.1109/WICOM.2010.5600663

than those thresholds of our proposed measures. Th
reason is that similarity is diluted by using edges
segmentation, which are the bases of our approach.

Raur, A., L. Kaur and S. Gupta, 2012. Image recigmi
using coefficient of correlation and structural

However, SSIM can be misleading for dissimilar similarity index in uncontrolled environment. Ik
images, where mSSIM and eSSIM give almost zero ~ Comput. Appli,, 59: 32-39. DOI: 10.5120/9546-3999
correlation between un-related images. Lajevardi, S.M. and Z.M. Hussain, 2009. Facial
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International Conference on Communication,
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