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ABSTRACT

In this study we proposes an effective content daseage retrieval by color and texture based onelev
coefficient method to achieve good retrieval iniaéincy. Color feature extraction is done by color
Histogram. The texture feature extraction is acgliby Gray Level Coocurence Matrix (GLCM) or Color
Coocurence Matrix (CCM). This study provides bettesult for image retrieval by integrated features.
Feature extraction by color Histogram, texture byC®l, texture by CCM are compared in terms of
precision performance measure.
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1. INTRODUCTION extraction, feature-based  similarity  calculation,
semantically relevance feedback and image acapnsiti
Due to increased development of multimedia (Youngeunet al., 2008). It relates to machine vision,
information over internet and photographic techgglo pattern recognition, database technology and ird¢ion
the number of digital images are rapidly increasimg  retrieval studies.

multimedia world, research in information retrieval [Everyone is interested for accurate and fastenefi
one of the most important field. Text based andtenin ~ Maintaining the image database and retrieval ofemtr
based approachare applicable for image retrienahé  image from the database is challenging task. Such

by text description and the database managemenﬁCBlR)- CBIR has become advancing research area in
system is used fot the image retrieval. The liromt 'Mmage retrieval. CBIR have been progressed in four

over the text based search or keyword search és, th Maior areas: Global image properties based, relgieet-
perspective of the textual description may diffesnf features based, relevance feedback and semanéd.bas

the perspective of the user. Large amount of marepo

also needed in manual image annotation. To overcome 2.RELATED WORKS

these limitations image retrieval is carried out In global image property based method Global
according to the image contents. feature are calculated over the entire image. Ex:

Content-Based Image Retrieval (CBIR), which average gray level, shape of intensity histograrhe T
belongs to a research field of image analysis, laf®wn  advantage of global image properties based image
as Query By Image Content (QBIC) and Content-Basedretrieval is high speed for feature extraction and
Visual Information Retrieval (CBVIR). The key similarity measure. This method is sensitive to the
technologies image retrieval include: Image featurelocation. These global feature cannot handle adl th
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parts of the image that have different charactesst L=16H+4S+ V (1)
Hence this method is fail to identify the important
visual characteristics. Therefore region level deat Color histograms are W|de|y used for retrieval of

based extraction is necessary to retrieve the locakesylts based on queries. For such queries, color
featur(_es of the_lmage. Image segmentation and edg%istograms can be employed because they are very
detection algorithm are used to extract the localgfficient regarding computations as well as thefeof
features. The feature extraction of the imagenstéd insensitivity to small changes regarding camera

to tlhe Slfbset oft?e i(;rl]aag?('b d hto i eposition (Youngeunet al., 2008). But the main
h relevance teedvack based approach to Improv problem with color histograms is their coarse

the performance of the Information Retrieval (IR) b characterization of an image. That may itself regul

interactively asking a user whether a set of re&ik hist f - ith diff i
documents are relevant or not to the given inputSame Istograms —for - images . wi merent
Color histograms are employed in

query. User provides judgment on the output images.2PP€arances. 0!
If the user does not satisfied on the result user ¢ Systems such as QBIC, Chabot. They all utilize the
iteratively search for result. advantages of color histogram. In this study, a ifieat

Vilvanathan and Rangaswamy (2013) proposedscheme based on color histogram is used. This reddif
decision tree based image classification and retrie method is based on histogram refinement (Jeyathi,
system. He used Classification and Regression Tre010). The histogram refinement method providesttiea
(CART) for the classification of the image. pixels within a given bucket be split into clasdesed

In semantic based approach, image retrieval stbas  upon some local property and these split histograres
the underlying semantic of images. To extract thesethen compared on bucket by bucket basis just lienal
semantics a hierarchical, probabilistic approagioposed.  histogram matching but the pixels within a buckéthw
~ Content based image retrieval technology overcéme t same local property are compared. So the reseltsedter
limitations  of text based image retrieval technglog than the normal histogram matching. So not onlyctier
Content Based Image Retrieval (CBIR) support éffect  (oayres of the image are used but also then bpatia

searching and browsing of large image digital liesa . i - ;
based on automatically derived imagery featuresypical information is incorporated to refine the histogram

CBIR system views the query image and the database

images as a collection of features and ranks thgeswith 3. PROPOSED SYSTEM FEATURE

respect to similarity measure calculated betweeeryqu . .

image and target imagBigure 1 and 2 shows the block In this _p_roppsed work, we use Kmear_ls clustering for
Image retrieval based on color by HSV color model histogram refinement method. Histogram refinement

for graphic design, RGB is not a very intuitive wayy ~ provides a set of features for proposed for Corarsied

represent colors. Most of the artist like to usevktslor Image Retrieval (CBIR). Histogram refinement method
model because it is an intuitive way to modify ttdor  further refines the histogram by splitting the péxia a
in a region of an image. given bucket into several classes based on color

HSV color model stands for Hue Saturation Value.
This model describes colors in terms of its shaalesd
brightness (Luminance).

Conversion from RGB to HSV color space:

coherence vectors. Several features are calculated
each of the cluster and these features are further
classified. Figure 3 shows the flow diagram of the
integrated image retrieval method.

V' __v-min(r,g,b) ,_ 5+bl(r_v)“ 3.1. Histogram Refinement Method for Image
SVE eSS R FrE v Classification
3+g'(b=V)
The RGB image is changed to grayscale image, also
) 5+b'(r= v known as the intensity image, which is a single &irix
RV bl 11 F1°T12) S P containing values from 0 to 255. After the conwamsi
255 v' 3+g'(b= v from RGB to gray scale image, we perform quantati

to reduce the number of levels in the image. Weiged

Different colors combined with the frequency the 256 levels to 16 levels in the quantized intagesing
bandwidth of each color, we obtain one dimensionaluniform quantization (Jeyanthiet al., 2010). The
vector L Equation (1): segmentation is done by using color histograms.
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Fig. 1. (A) Image region (b) Gray level co-occurrence imatr
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Fig. 2. Block diagram for CBIR system

This study proposes to use K-means clusteringhfer t image is a single 2-D matrix containing values frono
feature set obtained using the histogram refinement255. Then the intensity image is quantized to redhe
method which is based on the concept of coherendy a number of levels in the image. We reduced 256 tetel
incoherency. We have given comparisons for 8 binkt 16 levels by quantization. Then we find out the erent
bin. For 16 bin recall is better than 8bin (Jeyasttel., ~ Pixel and incoherent pixels. After the above prsces
2010). The gray scale values difference, means sitthe ~ COIO histogram buckets are partitioned based aiaip
objects are considered as appropriate features fOFoherence. A part of a some sizable similar colored

trieval. For indexi fi d Ka region is called coherent, otherwise that pixel is
retrieval. For indexing of images, we propose Me o Soherent within the bucket.

cIu_sterlng. We have shpwn that _K-means _clustermg i I a pixel is a large group of pixel of the sameoco
quite useful for relevant image retrieval queries. that form at least five percent of the image tHeat pixel
3.2. Sdlection of Features group is called coherent group or clouster. Othseiti is
incoherent group or cluster. The Number of cluster
First the image is converted from RGB colorspace tocoherent and incoherent bin are found and thenageer
gray scale color image or intensity image. Thensitg of each cluster are computed.
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Fig. 3. Flow diagram for the proposed approach

3.3. Color Histograms - Different objects have distinct color histogram

Color histogram are used to compare the images.
Examples of their use in multimedia applicationliiie
scene break detection and querying a databaseeof th
image. Their popularity stems from many factors:

We will assume that images are scaled to contan th
same number of pixel M. The color space of the Enag
discretized such that there are n distinct colérsolor
histogram is vector ¢h hy...h)) in which each bucket

»  Color histograms are trival to compute contains j number of colors. For a given imagée, ¢olor,
» Camera view point small changes tend not to effectthe color histogram H1 is a summary of that image.
color histogram Database image can be queried to find the mostasimi
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image to the given image. Similar color histogram H « Update the cluster means, i.e., calculate the mean
images can be retrieved. Color histograms are cmrdpa value of the objects for each cluster
using the sum of squared difference (L2 distancehe «  Until no change
sum of absolute value differences (L1 distancepallsi
the most similar image | would be I' minimizing.

For L1 distance:

The purpose of K-mean clustering is to classify the
data. We selected K-means clustering because it is
suitable to cluster large amounts of data. K-means

N ) . creates a single level of clusters unlike hierarahi
HHl +H1H=zj (H[i[-H11i) clustering method’s tree structure. Each obsermaitin
the data is treated as an object having a locatiGpace
For the Distance L2: and a partition is found in which objects withincha
cluster are as close to each other as possibleasdr
H,~H, =Zn:‘H1‘ j| - HL J'H from objects in other clusters as possible. Selactf
]

distance measure is an important step in clustering
Distance measure determines the similarity of two
3.4. Feature Selection elements. It greatly influences the shape of thistets,

Then two more properties are calculated for eachS SOme elements may be close to one another &egord
bucket or group. First the numbers of clustersfanad to one distance and further away according to amoth_
for each coherent and incoherent bin. Secondlyetu We selected to use quadratic distance measure which
cluster average is computed. So for each bin, theze provides the quf’:\dranc between the various featiés
six values: One each for percentage of cohererglpix calculated the distance between all the row veaboar
and incoherent pixels, number of coherent clusaed fe_zat_ure_ set obtained from previous section, heimeBnig
incoherent clusters, average of coherent clustat an similarity between every pair of objects in thealget.

incoherent cluster are calculated. Some additional! "€ "esultis a distance matrix.

features are also calculated only for the cocuckrster. Next, we used the member objects and the centroid
Incoherent clusters are ignored. to define each cluster. The centroid for each elus

Based on the size of the cluster three featurest® POINt to which the sum of distances from ajlests

selected. They are: (i) Size of largest clusterefach bin in that cluster is minimized. The distance inforimat
(i) Size of smallest cluster for each bin, (iiijz8 of generated above is utilized to determine the prayim

median cluster for each bin, (iv) Variance of ctustfor of objects to _each oth_er. The objects are groupéd i
each bin. Let us denote the largest cluster in &atlas K-clusters using the d|sta_nce between the cen_trofds_
Laj, the median cluster in each bin agjMthe smallest the two groups. Let Op is the number of objects in

cluster in each bin asysand variance of clusters in each cIu_s_ter P E?‘nd Qq is_the number of obj_e_cts in _cl_uqte
bin as \W,j. These features are used for the image.dpl Is the ith object in cIu;ter P and dgj is thie gbject
retrieval (Youngeust al., 2008). in cluster g. The centroid distance between the two

clusters p and q is given as:
3.5. TheK-Means Algorithm

Algorithm: k-means. The k-means algorithm for Dp,q:[dist(apaq)]
partitioning based on the mean value of the objetts
the cluster. Where:

Input: The number of clusters k and a database
containing n objects.

Output: A set of k clusters that minimizes the apzi ; diquzizml%'
squared-error criterion. 0, =" 0,9
Method:

e Arbitrarily choose k objects as the initial clustenters 3.6. Disadvantages of Using K Means Algorithm

* Repeat » Difficult to find the quality of the clusters proded.
e (Re)assign each object to the cluster to which the For different initial partitions or values of k afft
object is the most similar, based on the mean value the outcome performance
of the Objects in the cluster « It does not work for non globular data
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» Different initial partitions can give different fah Haralick suggested 14 features can be used for
clusters feature extraction. An image contains information

+ Fixed number of clusters can make it difficult to about the textual characteristic such as Contrast,
predict what K should be correlation, Inverse, Variance, Inverse difference

» Does not work well with non globular clusters moment, Sum Average, sum Entropy ,Sum variance,

« Different initial partitions can give different @i Enropy, Difference Variance, Mean of Correlation,
clusters. It is helpfu_l to return the program usthg Angular second Moment. Energy, Entropy, Contrast,
same as well as different K values, to compare thecorrelation and Homogeneity features are mostlyuse
results achieved to extract the feature from the Images. The sum of

3.7. Improved K Means Cluster squared elements in the gray level co-occurrence

matrix called Energy. Entropy measures randomness

of intensity distribution. Amount of local variatioin

the images called Contrast. Image intensity measure

the correlation. Homogeneity measures the closeness

of the distribution.

Original K-means algorithm choose k points as
initial clustering centers, different points maytain
different solutions. In order to diminish the seiviiy
of initial point choice, (Youngeuret al., 2008) we
employ a mediod, which is the most centrally lodate
object in a cluster, to obtain better initial casteThe 4.1. Gray Level Co-occurrence MATRIX
sample to nearly represent the original dataset, ith (GLCM)
to say, samples drawn from dataset can't cause _ _
distortion and can reflect original data’s disttiowm. Gray Level Co-occurrence Matrix (GLCM) method is

So we have used the improved kmeans clusteringbased on the conditional probability density fumati
technique to classify the images. GLCM introduced by Haralick. it contains the infation

about the positions of pixels that having simileayglevel

values. Co-occurrence matrix function represents th
We measure performance using two standard metricglirection and distance. In the given direction digfance

from the Information Retrievalliterature, namelyca# we can calculate the symbolic gray level pixel. iThat

and precision. If we define the images in a giveerg can be expressed as the number of co occurrencé& mat

category as the relevant images, then recall aecigion element (Hamza and Al-Assadi, 2012):

are defined as follows:

3.8. Performance M eaur se

. p(i, j|d,0)
relevant retrieved .
recall = ————— p(, j

. d,e
all relevant p(,jd,0)= )

2. 2P, jld.8)

relevant retrievec

all retrieved A GLCM is represented as a matrix. In which the

number of rows and columns is equal to the numiber o
4. TEXTURE FEATURE EXTRACTION gray levels in the image. The matrix element P(igl j0)

An important feature of an image is texture. To Is _the relative. frequency With W.hiCh tW(.). pixels,
describe the texture of the region three approsehised sepz_slrated by d|stan_ce d. The direction specifiedhiay
in image processing these are statistical, stracamnd ~ Particular angleq) (Xing-yuanet al., 2012).

spectral.  Statistical  approaches  specify the Texture feature are computed from the statistical
characterization of the textures by smooth, coarse distribution. This can be observed combinationnténsity

grainy, silky and so on. The common second orderat specified position relative to each other in image.

statistic is gray level co occurrence matrix. Figure 1 represents an example image region and its
Gray Level Co-Occurrence Matrix (GLCM), Color equalent co occurrence matrix.

Co-Occurrence Matrix (CCM) are most commonly  The number of intensity points in each combination

used statistical approaches to extract the textureare used to classify the statistics into first ordecond

feature of an image. order and higher order statistics.

precision =
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4.2. Discrete Waveet Transform (DWT)

The Wavelet Transform is created by repeatedly
filtering the image coefficients on a row by rowdan

column by column basis. A two-dimensional DWT '

decomposition of image contains various band

information such as low-low frequency approximation *

band, high-low frequency vertical detail band, Ibigh
frequency horizontal detail band and high-high
frequency diagonal detail band.
Discreate wavelet transform is used to obtain good
image retrieval base on the low computational cost.
Discrete Wavelet Transform (DWT), which transforms
a discrete time signal to a discrete wavelet remtasion.

4.3. Wavelet Feature Extraction

Wavelety (1) is a function that satisfy the following
condition Equation (2):

W, (1) =%w(téab)

Discrete Wavelet Transform (DWT) is a spectral
estimation technique, which decompose a functioma or
signal into different frequency sub-bands and leada
set of wavelet coefficients. The low level physical
features of the original image are buried in theagelet
coefficients; therefore the signal can be charamsdrby
these wavelet coefficient.

4.4, Texture Feature Extraction by CCM

Actually, the main part is usually located in thenter
of the whole image for most images. Based on thés,
propose a two-level color image retrieval methoticiv
takes account of the color-spatial. For most ofithage
main part of the image located at the center featilre
main part and the retrieval speed in this studye Th
detailed steps are as follows.

First set the threshold Ti for the ith (i = 1,2véé
retrieval (Rashedit al., 2013).

The steps are as follows.

Divide the query image into 64 blocks on an average

()

and consist of 5 regions. Then we mark the center,

bottom, left, right and top region as region (#}o
Different region have different importance. We

should give the different weights for the differeatjions

(Xing-Yuanet al., 2012):

» Set the threshold Ti for the ith level retrieval. M

number of images wants to retrieve during the

process of retrieval S
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For each color image in the database calculate the
similarity between the query image and the database
image for each region

Similarity of the image greater than threshold ealu
mark the image as similar

Else go to the next target image

Suppose n to be the total number of retrieved image
If n< m then to the next iteration

Output the retrieval results

Calculate the normalized co-occurrence matrix for
each R, G, B and | component. Extract the following
statistical values from each matrix. Then calculdie
normalized feature vector of image.

In our proposed technique, the texture feature is
extracted by the gray level co-occurrence matrik eo-
occurrence matrix in which the result of those two
methods are used in the Euclidean distance fundton
get the exact match of the images.

45, Distanc M easur es

Distance measures such as the Manhattan distance
and Euclidean distance have been used commonly to
determine the similarity of feature vectors. In GBI
system Euclidean distance is used to commonly to
compare the similarity between the images. In dantm
retrieval system cosine angle is commonly usedttier
distance measure (Baharul and Kaliyaperumal, 2012).

Distance between two images is used to find the
similarities between query image and the imagethén
database. The proposed method used the Euclidean
distance between the two feature vectors of they@sa
The distance can be calculated by the followingnide:

dP.Q={> (-

where, p = (pl,p2...pn) and Q = (q1,92...qn) are two
points in n dimensional space.

4.6. Experimental Resultsand Discussion

Table 1 shows the comparision precision value of
retrieval by histogram refinement method, Image
retrieval by texture feature extraction using GLCM
and CCM. Integrated method color and texture based
retrieval by CCM gives the better resulfable 2
shows the time comparision value for all the three
methods.
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Table 1. Precision of the retrieval by different methodsrage precision value for top 10 images for varimeshods

HSV color space Color space +texture feature etibrac Color space + texture
Category (color coherence vector) using GLCM base®WT based using CCM
Buses 86.30 93.00 95.33
Dinosaurs 94.00 98.00 98.33
Elephants 62.33 69.33 71.30
Horses 92.60 94.00 93.33
Beach 60.00 65.00 63.00
Horses 92.60 94.00 93.33
Flowers 91.30 97.00 95.33
Food 84.60 84.33 84.00
Mountain 67.00 74.00 76.00
Average PTrecision 81.19 85.41 85.55
Table 2. Time taken to retrieve the top 10 images fromDiagabase in sec
HSV color space Color space +texture feature etirac Color space + Texture
Category (color coherence vector) using GLCM base®WT based Using CCM
Buses 1.07 1.62 1.71
Dinosaurs 1.10 1.53 1.76
Elephants 1.06 1.63 1.69
Horses 1.07 1.57 1.63
Beach 1.08 1.61 1.68
Horses 1.07 1.57 1.72
Flowers 1.05 1.69 1.75
Food 1.03 1.68 1.74
Average 1.06 1.61 1.71
5. CONCLUSION Jeyanthi, P., V. Jawahar and S. Kumar, 2010. Image

Classification by K-means clustering. Int. J.
In this study, an image retrieval based on color Comput. Sci. Technol., 3: 1-8.
histogram technique, Texture feature extractiomgisi Rashedi, E., H. Nezamabadi-Pour and S. Saryazii8.20

gray level color co-occurrence and color co-ocauree A simultaneous feature adaptation and feature
matrix are presented. We combine the color histngra selection method for content-based image retrieval
method and gray level co-occurrence technique. The  gystems. Knowl. Based Syst, 39: 85-94. DOI:
color co-occurrence matrix and color histogram 10.1016/j.knosys.2012.10.011

techniques are integrated. Euclidean distance measu s anathan. K. and R. Rangaswamy, 2013. Bi-level

used as ta ﬁlassﬁtlﬁr _tc; f|n<tj dthe t;lgllafnty.lmOur classification of color indexed image histograms fo
experiments shows the integrated method of colar an content based image retrieval. J. Comput. Sci., 9:

texture is giving better results than the singl®comage 343-349. DOI: 10.3844/jcssp.2013.343.349

retrieval. The wavelet based image retrieval ugjray . ’ B ' o

level co-occurrence matrix produces better redudint Xlng-Yuar_L W., C. Zhi-Feng an_d Y. J|a0-\_]|ao, 2022,
effective method for color image retrieval based on

the color co-occurrence matrix.
texture. Comp. Standards Int.,, 34: 31-35. DOI:
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