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ABSTRACT

Cloud computing is a model that points at streaimijrthe on-demand provisioning of software, hardwar
and data as services and providing end-users \@iibfe and scalable services accessible through th
Internet. The main objective of the proposed apgraa to maximize the resource utilization and mea
good balanced load among all the resources in cdenders. Initially, a load model of every resoundh

be derived based on several factors such as, meunsage, processing time and access rate. Basdwkon t
newly derived load index, the current load will tmmputed for all the resources shared in virtuathire

of cloud servers. Once the load index is computedafl the resources, load balancing operation k!l
initiated to effectively use the resources dynafhicaith the process of assigning resources to the
corresponding node to reduce the load value. Sogr@isg of resources to proper nodes is an optimal
distribution problem so that many optimization aifums such as genetic algorithm and modified
genetic algorithm are utilized for load balancifidiese algorithms are not much effective in prowdin
the neighbour solutions since it does not overcermoration and exploration problem. So, utilizithg
effective optimization procedure instead of genatgorithm can lead to better load balancing sihdég

a traditional and old algorithm. Accordingly, | leaplanned to utilize a recent optimization algarith
called firefly algorithm to do the load balancingesation in our proposed work. At first, the indekle

will be maintained by considering the availabildf virtual servers and sequence of request. Thead |
index will be computed based on the newly derivednulae. Based on load index, load balancing
operation will be carried out using firefly algdnih. The performance analysis produced expectedtsesu
and thus proved the proposed approach is effigrewiptimizing schedules by balancing the loads. The
average time obtained for the proposed approa@z4 ms.

Keywords: Cloud Computing, Optimization, Load Balancing, BiréAlgorithm

1. INTRODUCTION 2009). A cloud computing is theoretically a dispts
and flexible system where properties will be spread

Cloud computing points at the streamlining on the through the network (Cloud). The total resources of
requiremnt on provisioning of software, hardwarel an the system must be united to reply to a client estu
data as amenities and supplying end-users withlsupp which requires intercommunication through numerous
and scalable services available through the Internecomponents of the system to design a component or
(Armbrust et al., 2009). The cloud computing is subset of components to deal with the request. This
assumed to facilitate computing as the value totmeecan lead to tailbacks in the network and an exwessi
the everyday needs of the community (Buygtaal., charge in a distributed system where some modules
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will be overcharged while others will be not ordes genetic algorithm are utilized for load balancing.
charged (Khiyaitaet al., 2012). To solve this problem, These algorithms are not much effective in prowdin
load balancing technique is commonly developed andthe neighbour solutions since it does not overcome
used by recent researchers. exploration and exploration problem. So, utilizitige

However there is a magnificent future of Cloud effective optimization procedure instead of genetic
Computing, so much of important complications still algorithm can lead to better load balancing siridée &
need to be solved for the realization of cloud traditional and old algorithm. Accordingly, | have
computing. Load balancing is triggered as one majorplanned to utilize a recent optimization algorithm,
problem among those; it shows a very significané ro called firefly algorithm to do the load balancing
in the realization of Cloud Computing (Mondetlal., operation in our proposed work. At first, the index
2012). Load Balancing is a procedure to mark table will be maintained by considering the
operational resource consumption by reallocatirgy th availability of virtual servers and sequence ofuest.
total load to the discrete nodes of the joint Then, load index will be computed based on the gewl
organization and to recover the response time ef th derived formulae. Based on load index, load balagci
job. For emerging tactics for load balancing, the operation will be carried out using firefly algdin.
imporatnt points to be considered are approximatibn The main contributions of the approach:
load, assessment of load, stability of differensteyn,
performance of system, interaction between the sode * A scheduling method is designed by giving
nature of work to be transferred, selecting of rsode importance to balancing loads on nodes
(Alakeel, 2010). This load measured can be asstiat « A firefly algorithm is used to optimize the
as CPU load, amount of memory used, delay or scheduling queue
Network load (Mondaét al., 2012).

In swift, the load balancing mechanism in cloud The rest of the study is organized as the secaitbse
computing settings requires three conditions aevd: contains the literature review of some recent mrebes on
(i) on the condition that the local load case it hmfty, it cloud computing. The problem description is giverihe
can make the local self-organization in order tduree section three. The fourth section gives the overvig
the information exchange (i) The cloud computing load balancing in cloud computing and firefly alighom.
balancing system could be utilized in the heteregers In the fifth section, complete review of the progds
environment. (i) In order not to affect the syste approach is given and the experimentation conduoted
average response time, cloud computing load balgnci the proposed approach is plotted in section sixe Th
mechanism should increase the system throughput asonclusion of the research is plotted in the sdveattion.
much as possible (Yao and He, 2012). To solve those . .
issues, ap substagtial amount of \)/vork has beenl'l' Related Researchers: A Brief Review
performed recently on load balancing among the sode  pespite a plenty of works available in the literatia
in a dynamic network. load balancer based loadhandful of significant research works are reviewede.
balancing (Ranjanet al., 2010) and optimization |pjtially, Min et al. (2010) have presented an adaptive
algorithm-based Io'ad_ balancing (Kotouktsal., 2010; 554 halancing optimization scheduling, which means
Mondalgt al., 2012; Xinet al., 20.12)' .. that the cluster system select and distribute éinees not

I_n this study, a load balancing based scheduling ISonly take the previous performance and the present
derived for every resource based on several fastch .

g.erformance of the system into account, but also

as, memory usage, processing time and access raté. .
Based on tr)lle nevgly dgrived Ioa% index. the curtead estimate the future load of the system before these
’ concurrent requests are distributed. A mathematical

will be computed for all the resources shared musi ) A ;
machine of cloud servers. Once the load index isModel of load balancing was improved and an adaptiv

computed for all the resources, load balancingatper ~ l0ad balancing optimization scheduling based oregien
will be initiated to effectively use the resources algorithm was presented, analyzed and simulated.
dynamically with the process of assigning resoutces Empirical results showed that the algorithm wasiced

the corresponding node to reduce the load value. Soeffectively the average execution time of all resjgeand
assigning of resources to proper nodes is an optimaspeed up the average response time.

distribution problem so that many optimization Mohamedet al. (2011) have introduced an innovative
algorithms such as genetic algorithm and modified method to parallelize file downloads from multiple
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replicas on Cloud servers without adding high and distributed non-linear optimization techniques.
coordination overhead. DDFTP used the concept ofExperiments showed how the proposed solutions
processing the files two different directions. CGdes improved other heuristics proposed in literatur¢hait
there were two replicas of a file on two server® on penalizing SLAs and their results were close to the
server will send blocks strat initially from théefi while global optimum which was obtained by an oracle with
the second will start from the end. They are ngmsitatil perfect knowledge about the future offered load.
they met and the client then asked them both tp.sto Xin et al. (2012) have developed a model program
This basically allowed for automatic load balancing which was multi-objective optimization and load
allowing each server to work based on its condétiget balancing of cloud resource schedule. They haventak
both finishing at the same time. The method wasreal-time load parameters (CPU occupancy rate, mgmo
extended to apply to more than two servers andseel u occupancy rate, network bandwidth, the process
several experiments to show the performance gafins ooccupancy rate, service response time) from theeser
DDFTP using two, four and eight servers and congpare cluster nodes as decision variables of resources
it to regular FTP, concurrent FTP and DADTM on a scheduling model and used the improved adaptive
similar number of servers under the same conditions genetic algorithm to search the optimal solutiongider
Mondal et al. (2012) have developed a soft to realize the load balancing scheduling of cloud
computing based load balancing approach. A localresource and make the each index change smootidy. T
optimization approach Stochastic Hill climbing was experimental result showed that, using the imprdeed
used for allocation of incoming jobs to the servers balancing scheduling strategy to solve the probleimns
Virtual Machines (VMs). Performance of the the load balancing scheduling of cloud resourcépnty
algorithm was analyzed both qualitatively and makes the each index of the system change smobiitly,
guantitatively using Cloud Analyst. Cloud Analyst also improved the performance of the system efittye
was a CloudSim-based Visual Modeller for analyzing ..
cloud computing environments and applications. A 1.2. Problem Description

cpmparison was also made with Round Robin and A cloud computing is conceptually a distributed and
First Come First Serve (FCFS) algorithms. _ elastic system where resources will be distributed
Dong et al. (2012) have presented a dynamic and through the network (Cloud). The full resourcesthus
Adaptive Load Balancing algorithm (SALB) which ~gystem must cooperate to respond to a client reques
was totally based on a distributed architecture. In\yhich requires intercommunication between various
order to understand the network transmission, SALB omponents of the system to design a component or

on the one hand assumed an adaptively adjusted Ioaéubset of components to deal with the request. dduis

collection threshold in o_rder to reduce the MeSSaU€ead to bottlenecks in the network and an imbaldnce
zvr;%ﬁ)g;ed df(;rnlooa:_lﬁ]c;llekc)ggn easrt]i?ng{i] Ot: em%tgglr Cvi?]d a: charge in a distributed system where some compsnent
will be overcharged while others will be not orHig

view to reducing the decision delay caused by the .
network transmission latency. Moreover, SALB charged. Among the major challenges faced by ibecc|

employed an optimization model for selecting the COMPuting systems, load balancing is one tedious
migration candidates so as to balance the benafits ~ challenge that plays a very important role in the
the side-effects of each dynamic file migration. realization of Cloud Computing. For developing gy
Ardagna et al. (2012) have developed capacity for load balancing, the main points to be consideare
allocation algorithms able to coordinate multiple estimation of load, comparison of load, stability o
distributed  resource  controllers  operating in different system, performance of system, interactio
geographically  distributed cloud sites. Capacity between the nodes, nature of work to be transferred
allocation solutions were integrated with a load selecting of nodes. So, in order to tackle the @b
redirection mechanism which, when necessary,related to load balancing in the cloud network, an
distributes incoming requests among different sitd®e effective system should be developed.
overall goal was to minimize the costs of allocated The primary intention of the proposed approach is
resources in terms of virtual machines, while to design a load balancing model using firefly
guaranteeing SLA constraints expressed as a tHoesho algorithm. Here, a main objective is to maximize th
on the average response time. They proposed aesource utilization and provide a good balancext lo
distributed solution which integrates workload pegdn among all the resources in cloud servers. Initjadly
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load model of every resource will be derived based the user requests the use of cloud resources ssyvic
several factors such as, memory usage, processingloud resources scheduling controller should addpzt
time and access rate. Based on the newly derived lo kind of resources scheduling model and strategig, th
index, the current load will be computed for aleth makes each node of the whole system deal with tasks
resources shared in virtual machine of cloud setver load balance way and prevent scheduling tilt ofdloed
Once the load index is computed for all the resesyc services platform system resources.

load balancing operation will be initiated to In the cloud computing system, when the user makes
effectively use the resources dynamically with the a request, the cloud controller receives the reqaed
process of assigning resources to the correspondinghen it will arrange the request in the queue efgarver
node to reduce the load value. So, assigning ofcluster. There have more than one cluster controlle
resources to proper nodes is an optimal distrilmutio below the cloud controller, cluster controllers |+ae
problem so that many optimization algorithms sush a monitor the running load parameters of every virtua
genetic algorithm and modified genetic algorithre ar resource pool of this cluster, such as CPU occuypanc

utilized for load balancing. These algorithms aot n

rate, memory occupancy rate, the network bandwidth

much effective in providing the neighbour solutions and process occupancy rate and so on, Therefagesth

since it does not overcome exploration
exploration problem. So, utilizing the effective

and a multi-objective problem which searches for théral

solution. According to monitoring the multi-objecti

optimization procedure instead of genetic algorithm parameter, cluster controller will calculate thimdiss of
can lead to better load balancing since it is aeach V node, then for the whole cluster, use Improved

traditional and old algorithm. Accordingly, | have
planned to utilize a recent optimization algorithm,
called firefly algorithm to do the load balancing
operation in our proposed work. At first, the index
table will be maintained by considering the
availability of virtual servers and sequence ofuesf.
Then, load index will be computed based on the gewl
derived formulae. Based on load index, load balagci
operation will be carried out using firefly algdrin.

1.3. Load Balancing in Cloud Computing Networ k

In the cloud computing environment, the cloud
resource scheduling controller, through the chaggin

Adaptive Genetic Algorithm to search the best sotut
in the multi-objective question, which is the ,ligh’
node by use algorithm to solve. Finally, according
cloud resource scheduling strategy of load balaycin
service resource will be assigned to the best senae.

1.4. Firefly Algorithm

Now we can idealize some of the flashing
characteristics of firefies so as to develop firef
inspired algorithms. For simplicity in describingiro
new Firefly Algorithm (FA), we now use the
following three idealized rules: (1) all fireflieare
unisex so that one firefly will be attracted to eth

load of real-time monitor servers nodes, assignsfireflies regardless of their sex; (2) Attractiveseis
resources to the corresponding node dynamically toproportional to their brightness, thus for any two

meet some needs,
The topology of the server group nodes that invdlve
in the cloud resources scheduling can be descriibed
the followingFig. 1.

such as high utilization offlashing fireflies, the less brighter one will move
resources, excellent performance and fast responseowards the brighter one.

The attractiveness is
proportional to the brightness and they both desgea
as their distance increases. If there is no brighte

than a particular firefly, it will move randomly3)

The above topology can be described as an G (V,E)The brightness of a firefly is affected or deteradby

undirected graph, G represents the node set iahhs,
E represents the set of connection between thedesno
Ci represents cluster control server node; f&gresents
node controller, which is a separate physical meehi
Each G node manages m node controller;Cyu can
run k virtual machines on each Cldnd use Y to
represent virtual machine, So the node which wél b
mentioned in this study is ;VIn the cloud service
environment, application, DBMS and other software a
deployed in several \Vhodes to run. Difficult issues of
cloud resource scheduling need to be addressadhén
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the landscape of the objective function. For a
maximization problem, the brightness can simply be
proportional to the value of the objective function
Other forms of brightness can be defined in a simil
way to the fitness function in genetic algorithms.
Based on these three rules, the basic steps of the
Firefly Algorithm (FA) can be summarized as the
pseudo code and shown below. In certain senseg ther
is some conceptual similarity between the firefly
algorithms and the Bacterial Foraging Algorithm
(BFA) (Qiao and Bochmann, 2009).
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Fig. 1. A simple cloud system

In BFA, the attraction among bacteria is basedlypant 1.5. Proposed Load Balance Scheduling Based
their fitness and partly on their distance, whild=A, the on Firefly Algorithm

attractiveness is linked to their objective funntiand
monotonic decay of the attractiveness with distance

However, th_e "’?ge”ts'“ '.:A have ad_justable vgbd!t;d cloud network to schedule the nodes. The scheduling
more versatile in attractiveness variations, whisbally process is carried out by the firefly algorithm. €Th

The proposed approach triggers a method for
generating an effective load balancing strategythie

explored more efficiently. least amount of load possession. In other words, th
nodes with least load are preferred for engagintgaex

Objective function f(x), x(x1,...,xd)T process by the cloud network. In the proposed amro

Generate initial population of fireflies xi (i =2,..,n) we consider virtual machine with three servers aach

Light intensity li at xi si determined by f(xi) server contain three nodes. Each node possesses

Define light absorption coefficient attributes defined by the scheduling process.

while (t< Max_Generation) The Fig. 2 shows the basic over view of the virtual

fori = 1: n all n fireflies machine considered by the proposed approach. The

forj = 1: i all n fireflies proposed approach contains three main step to atener

if (Ij>1i), move firefly i towards j in d-dimensigrend if the scheduling for the proposed virtual machine by

Attractiveness varies with distance r via exp [-1] balancing their nodes. The different step candiedias:

Evaluate solutions and update light intensity . .

end for | . Populatpn generatlon .

end for i e Scheduling index calculation

Rank the fireflies and find the current best *  Least node selector

end while ) ]

Postprocess results and visualization 1.6. Population Generation

) o . ) The term population is termed as the group of nodes
~ The peculiar characteristic of the firefly algorth  geyeq by the cloud system as per the request them
is adapted in the proposed approach to consider thgsers to the server. As the request comes, theerserv
firefly algorithm as a load balance scheduling fetches the node, which is free and severed tasee.
algorithm. The attractiveness defined in the fiyefl This process is mapped on the basis of the ninesod
algorithm helps to generate scheduling index ard th and according to their processing time a scheduikings
distance calculation serves to find the closely generated. The generated scheduling list is coresides
associated nodes in the cloud network. the initial population for the proposed approach.
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Fig. 2. Cloud system overview

Table 1. Initial schedule list

Time  Serverl Server2 Server3

. (ms)

Pempes 1 NI N2 N3 N4 N5 N6 N7 N8 N9
2 NI N3 N2 N9 N6 N7 N5 N4 N8

Response

N3 N9 N1 N4 N7 N6 N5 N8 N2

Search for free node n ’

Fetch node

Table 2. Node and attributes

Schedule list Attributes
Node CPU rate Memory rate Processing time
Fig. 3. Population generation m% g% m; E%
. C3 M3 P3
The Fig. 3 shows the request and response procesgy C, M, P,

of the cloud system to generate the initial schiedul

list. The server on receipt of a request, subjerts ; ;

search among the nodes to find the free nodes. Oncéu' Scheduling Index Calculation

the node is obtained it plotted in the scheduledisd The scheduling index is one of the prime factors

when the top element of the queue is processes thaffecting the scheduling process. So, before gamig

free node is allocated as the response to user’she scheduling index calculation, let us discussuathe

request. The initial schedule list constructed hg t decision parameters for the initial population. éwting

virtual machine by processing a complete cycle Base to the definition of the firefly algorithm, ther&éauld an

on the processing time of each nodes and theirattraction between the fireflies i.e., the nodeseT

availability. The nodes list or the schedule liahdbe  attraction is based on the affinity possessed erto

represented as table, with each row contains tldesio the request. The attraction is controlled by theisien

and the columns contains the server name. parameters defined by the proposed approach. The
TheTable 1 represented above contains the node list, proposed approach defines decision parametersafdr e

which is considered as the initial population te finefly node and the parameters are considered as tHeutasi

algorithm. The processing in the firefly algorithraee ~ for the nodes. The attributes defined by the pregos

applied in this particular population to generate a approach for each node are listed as follows.

effective scheduling strategy for the cloud systeyn The Table 2 represents the node and attributes defined

giving priority to load balancing. by the proposed approach for the scheduling process
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Table 3. The updated schedule list considered as the pivot point for the queue toutales
Time Serverl Server2 Server3 least distinct nodes. The distance values of thderie
(ms) S calculated based on the Cartesian distance, wtich i
1 N1 N2 N3 N4 N5 N6 N7 N8 N9 Sl gienby:

2 N1 N3 N2 N9 N6 N7 N5 N4 N8

.. N3 N9 N1 N4 N7 N6 N5 N8 N2 .. pist=_[3(n - n )

n U -1 |3 v

Eventually the CPU rate (represented as C), mematey The distance is presented using the expression Dist

(represented as M) and processing time (Represested and the nis the selected node angdis the comparing
P) are also considered as the loads to the nodethes Node. Once all the distance values have been adtcul
scheduling parameter should be designed such a Wagetween the node values, the nodes are rearranged

. . . ccording to the least distinct node to the pivaden As
that, the node_ will be select_eql .W'th Ieas_t Ioadgh_r&age. we already sorted the schedule list based on tBkir
Thus, according to the definitions of firefly algom, value. The top queue in the schedule list is cansi as

the equation to the attraction is defined: the most relevant scheduling queue.
attr(n):L 2. EXPERIMENTAL RESULTS
cpy + mem

The proposed scheduling algorithm is based on fire
Here, attr() represents the attraction between the fly algorithm and its application in optimizing the
node and the request as the node will be considered schedule to process requests to the cloud netvidré.
the request if the attraction is high, ®presents the Proposed approach is also concerned about balatfwng
processing time for the particular node, jcpepresents loads in the CIOUd. system. Th? processing of .the
the cpu rate of the node and meepresents the memory proposed approach is explained in the above segtion

e ) now, in this section, we plot the experimental gsial of
rate of the nodes. The scheduling index is deriverh the proposed scheduling methodology by considesing

the above formulae: simulated cloud network through CloudSim tool aznehj
programming. A cloud simulation is constructed gsin
S':Zn: P the java programming as an application based on
= Cpu + mem CloudSim. The experiments are conducted in a system

running on core i5 processor, 4GB RAM and 500 HDD.

The Sl is the scheduling index and it is the total 21 Evaluation Criteria
sum of the nodes in a particular scheduling queue.” ™

According to the equation all the scheduling queines The main evaluation criteria used in the proposed
the scheduling list is calculated and again ascheduling method over cloud network is the time fo
scheduling list is formed. executing an effective schedule queue. The mairsidac

The update schedule list is presented in the aboveparameters that would be taken under consideratiithe
Table 3. The updated schedule list is formulated in suchCPU utility rate and memory usage rate. The siredlat
way that the scheduling queue with highest scheduli dataset is evaluated based on the different pagesnes
index will be listed at the top of the list. Thexhprocess ~ @ssess the performance of the proposed scheduling

of the proposed approach is the calculating oftlezest ~ €chniques. The time is calculated based on the tim
carrying nodes. required to generate an effective scheduling psoces

1.8. Selection of Node with Minimum L oad 2.2. Performance Evaluation
_ _ In the performance evaluation, we consider the
~ The processes of selecting the node with leastdoad  gjmylated cloud network as the evaluation systete T
inspired from the firefly algorithm in such way ththe  yariable parameters in the proposed evaluatiorioseate
least distinct firefly will possess similar chaexetics. the CPU utility rate and the memory usage ratesThe
Inspired from the theory, we subject a distanceutaion  decision parameters mentioned are considered deatie
between the nodes in the scheduling queues. Befordor the nodes. So, we have to consider the perfocen
proceeding to the calculation, we find the nodéhvdélast  generating the schedule by balancing the givenslobd

attr(n) values. The node with least aty(rvalues is  performance analysis, we give two types of analysis
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2.3. Analysis Based on CPU Utility Rate 2.5. Comparative Analysis

In this analysis, we set the maximum utilizatiote raf The above section give the performance analysis of
the CPU in different credentials to evaluate pentance  the proposed approach based on the load balanced
of the scheduling algorithm. The analysis give eroant  scheduling through firefly algorithm. To understand
of, how efficiently the proposed approach perfoumder  the significance of the proposed approach andsttha
different load levels of CPU rate. be analysed with an existing method. Here, we chose

Here, we set the maximum utilization of the CPU the |oad balancing scheduling method proposed by
varying from 60 to 100 and the analysis results areyin ¢ al. (2012) to evaluate the significance of the
depicted in theé=ig. 4. The time and taken for scheduling proposed approach. The comparative analysis is
for different CPU rate is represepted by the ""“Et?‘”d subjected over the CPU utility rate and memory rate
the memory ysed for the same in memory rate lime T of the proposed approach and existing approach. The
memory rate is calculated as the utllization Ofmory analyses are conducted over the nodes in the phatic
per 100 KB. The analysis showed that, the time forcloud cluster centre of the simulated cloud network

scheduling is uniform for different rate of CPU aiie The CPU rat d te of ¢ of nod
memory is also balanced as the rate of CPU incsease € rate and memory rate ot a set of nodes are
plotted below.

2.4. Analysis Based on Memory Rate The Fig. 6 and 7 represents the comparative

analysis of the proposed approach with the existing
approach. The values of the existing approach have
been taken from the load balanced scheduling method

Here, we set the maximum memory rate in different
credentials to evaluate performance of the schegluli

algorithm. The analysis give an account of, how
efficiently the proposed approach performs under "€Sults from the method proposed by Xiral. (2012).
different load levels of memory rate. The analysis from th&ig. 6 shows that, the proposed

We set the memory rate varying from 60 to 100 andapproa(_:h_utilizes the CPU rate more efficientlynth_a
the analysis results are plotted in fig. 5. The time and ~ the existing approach under the load balancing
CPU usage for scheduling for different memory mte  condition. The analysis for the memory graph shows
presented by the line time and CPU rate line reismiy that the average memory utilization is less forrapph
The CPU usage rate is calculated as the utilizaid®PU by Xin et al. (2012) than the proposed approach. So,
per 100% utilization of CPU. The analysis showeat,th considering load balanced condition and the CPU
the time for scheduling is uniform for differentteaof utility rate the proposed approach has better iefiicy

memory and the CPU rate seem balanced. over the existing approach.

25
£
5 4
5
< 1.5
0 .
g a4 ~— Time (ms)
E ./J—I———./. =@~ Memory rate
8 05
v

0 I

60 70 80 90 100
CPU utility rate

Fig. 4. analysis based on CPU rate
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CPU utility rate

Rate of time and CPU
o
oo

Memory rate
s 2 &
P e o

1.6

—4— Time (ms)

0.6
0.4 == CPU rate
0.2
Q-
60 70 80 90 100
Memory rate
Fig. 5. Analysis based memory rate
1
0.9
0.8
0.7
0.6
0.5+ == Proposed approach
0.4
0.3 == Approach by Xin er al.
0. (2012)
0.1
0
N1 N2 3 N4 N5
Set of nodes
Fig. 6. Comparison on CPU utility rate
0.77

—#—Proposed approach
0.3
0.2 == Approach by Xin et al.
(2012)
0.1+
0-

N1 N2 N3 N4 N5
Set of nodes

Fig. 7. Comparison on memory rate
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3. CONCLUSION

In this study, we proposed a scheduling algoritom f
services in a cloud network by concentrating on
balancing the loads. The proposed approach de#isawi

simulated cloud network with set of requests amdess.

Khiyaita, A., M. Zbakh, H. El Bakkali and D. El Kahi,

2012. Load balancing cloud computing: State of art.
Proceedings of the National Days of Network
Security and Systems, Apr. 20-21, IEEE Xplore
Press, Marrakech, pp: 106-109. DOI:
10.1109/JNS2.2012.6249253

The servers are associated with nodes and eachimode Kotoulas, S., E. Oren and F.V. Harmelen, 2010. Mind

supplied with some attributes. The attributes asigned
to control the load in each node. A load balandiaged
scheduling is developed for the proposed appro&é.
proposed approach is inspired from the firefly aildpon,

the data skew: Distributed inferencing by
speeddating in elastic regions. Proceedings of the
19th International Conference on World Wide Web,
Apr. 26-30, ACM Press, New York, USA., pp: 531-
540. DOI: 10.1145/1772690.1772745

because of the attracting features of the fireligypathm. Min, J., H. Liu, A. Deng and J. Ding, 2010. Adagtiv

The proposed approach is developed in three steps, load balancing optimization scheduling based on
initially a population is generated from the cloud

network, then a scheduling index calculation isjscied
and finally, the schedule list is optimized usirfe t
firefly algorithm. The experimentations are conewcbn

the same simulated cloud network and the perforemnc

genetic algorithm. Proceedings of the 3rd IEEE
International Conference on Computer Science and
Information Technology, Jul. 9-11, IEEE Xplore

Press, Chengdu, pp: 81-85. DOl:

10.1109/ICCSIT.2010.5564114

of the proposed approach are evaluated. TheMohamed, N., J. Al-Jaroodi and A. Eid, 2011. A dual

performance analysis produced expected result$harsd
proved the proposed approach is efficient in oging

schedules by balancing the loads. The average time

obtained for the proposed approach is 0.934 ms.
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