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ABSTRACT

Arabic machine translation has been taking plageachine translation projects in recent years. $higly
concentrates on the translation of Arabic textttoequivalent in Malay language. The problem o§ thi
research is the syntactic and morphological diffees between Arabic and Malay adjective senterides.
main aim of this study is to design and developbfzdMalay machine translation model. First, we gnal
the adjective role in the Arabic and Malay langis®agBased on this analysis, we identify the transfer
bilingual rules form source language to target lsagg so that the translation of source languadartret
language can be performed by computers successfiign, we build and implement a machine trangfatio
prototype called AMTS to translate from Arabic taaldly based on rule based approach. The system is
evaluated on set of simple Arabic sentences. Tttentques used to evaluate the correctness of #teray
translation are the BLEU metric algorithm and themlan judgment. The results of the BLEU algorithm
show that the AMTS system performs better than Goivgthe translation of Arabic sentences into Mala
In addition, the average accuracy given by humedggs is 92.3% for our system and 75.3% for Google.
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1. INTRODUCTION between source and target language in order tdleet@
transfer lexical items and syntactic structureshefsource
Machine Translation (MT) is officially defined aset ~ language to the nearest matches in the targetdgegu
use of computers to translate messages in the dbtext Only a few machine translation systems can tramslat
or speech from one natural language (human |anguagd3etween these Arabic and Malay languages (Almeshrky
into another language of nature (Salenal., 2008). This ~ and Aziz, 2012). The output of these translatiosteys,
definition involves several processes accounting fo when translating from Arabic to Malay, still of low
grammatical structure of each language and uses anid  quality as they do not deal with these two langsage
grammar for grammatical transfer from Source Laggua directly. They use an intermediate language (a tpivo
(SL) into the Target Language (TL). language) and double translation process. On ther ot
To successfully conduct the process of translation,hand, building a direct statistical machine tratisia
human translators need to have four types of krdp@le  system requires a large parallel corpus for ma@éhing
The first knowledge of the source language (lexicon which is not yet available (Browet al., 1993).
morphology, syntax and semantics) in order to stded Malay is a major language of the Melayu-Polynesian,
the meaning of the source text. Second type is theOceanic or Austronesia family. At the level of
knowledge of the target language (lexicon, morpylo  morphology, Malay is an agglutinative language. New
syntax and semantics) in order to produce awords in Malay language are formed by three methods
comprehensible, acceptable and well formed tex. thind Attaching affixes onto a root word (affixation),rfieation
type is the knowledge of “the subject matter”. Téimbles  of a compound word (composition), or repetitionvafrds
the translator to understand the specific and bk  or portions of words (reduplication). At the levef
usage of terminology. Finally, the knowledge of tblation syntax, the default sentence structure in Malaguage is
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Subject-Verbal-Object (SVO) (Winstedt al., 1957). In based Approach. In their rule-based machine traosla
Malay, verbal grammatical category includes truekbe, system, the original text (Malay sentence) is first
adjectives and possessive verb. analyzed morphologically and syntactically in order
Arabic language is a Semitic language. At the level obtain a syntactic representation. Then, the stintac
of morphology, Arabic is a templatic, inflectionahd  representation is refined to be in more abstracelle

derivational language (Al-Amoudiet al., 2013;  putting emphasis on the parts relevant for traiusicand
Albared et al., 2010; 2011a; Mohammed and Aziz, ignoring other types of information. The transfeogess
2011). At the level of syntax, Arabic is a subjeco- then converts this final representation (stilltie priginal

drop language. It has relatively free world order, Janguage) to a representation of the same level of
mainly, nominal Sentence (SVO) and Verbal Sentenceabstraction in the target language.
(VSO). However, the default sentence structure is
Subject-Verb-Object (SVO). 2. MATERIALSAND METHODS

This study describes our attempt to design a Machin ) o )
Translation system from Arabic to Malay. Machine The main processes and activities of the tranglatio
Translation is not a trivial task by nature of sition  Arabic Malay system is illustrated Fig. 1 based on rule
process itself especially when it involves two lated ~ Pased approach. _ _ _ o
languages; languages that are not from the samityfam The following su_bsectlons give detgll descriptiarfs
We identify similarities and differences in morpbgical ~ the process of Arabic to Malay translation system.
and syntax aspects between the Arabic. and the Malay 1 The Pre-Processing Stage
language in order to develop the translation ruld®mse

rules should capture structural information andet af In the pre-processing step, a collection of

constraints that capture feature information. operations are applied on Arabic input text to méke
processable by the translation system. In thisebéaghe

1.1. Related Work Arabic Malay translation system, several activities

Only a few machine translation systems can include text normalization, tokenization and proper
translate between these Arabic and Malay language&ouns translations are applied to the Arabic s@efeo
(Almeshrky and Aziz, 2012). Has implemented a processes them and to make th_e_”.‘ re_ady for fcram]atl
machine translation system for Arabic to Malay The following presents these activities in moreadet

language for a dialogue system. They state that bot 2 2. Normalization
Arabic and Malay languages are constructed in
different structures such as free-word-order, propd
subject when it is attached as pronouns in worayTh
use the transfer approach which consists of thraie m
components: Analysis, transfer and generation
component. This study identifies the rules to ttates
the dialogue from Arabic language to Malay language
and build the database that includes the suitablelsv
sense of Arabic and Malay words used in dialogue.
Abodina (2012) has implemented an Arabic-Malay
dialogue translation system based on the rules twhic
focus on the different structure of interrogatiemtence, ¢ Removing the diacriticsg oz 'dbdlw Jds 1dzagd@”

Normalization is a preliminary step to Arabic
tokenization to ensure that the text is steady and
predictable (Albaredet al., 2011b; Shirkoet al.,
2010). It is a basic task that researchers in Ar&liP
always apply with a common goal in mind: Reducing
noise and sparsely in the data. The major reasons f
this problem in Arabic can be attributed to the
phonetic variety in Arabic, transliteration of peap
names and words borrowed from foreign languages. In
this module, the following processes are performed:

verb conjugated ordering and the different of atiljec “zoa GOl ) Al

and adverb order in a dialogue sentence. In fai$, t ¢ Adding deleted characters. In Arabic, sometimes,

study is an extension of the (Almeshrky and Azix]12) some characters of a noun or verb are deletedadue t

as they deal with the translation of Arabic dialegu its position in a sentence or if it is precededhvat

sentences into Malay. Unlike Almeshrky and Aziz special particle & <, 100" “ da Cos 1oy

(2012) they deal with medical domain dialogues they * Removal of redundant and misspelled space

handle different problems. + Resolution of the orthographic ambiguit§il" “
Abdalla (2012) has implemented a machine translatio s” in Arabic

system to translate Malay sentence into Arabicgugiite- * Removing the stretching character “~ “
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Fig. 1. Framework of AM-TS system
2.3. Tokenization that attached the present verb to indicates to the

future tense such as-()

In this step, the system splits the sentence into, A noun prefix: A noun prefix may a determiné)(
words (tokens). The token can be a word, a pad of . A verb suffix: Verb suffixes are employed in

word (or a clitic), a multiword expression, or a general to specify the past tense when attached
punctuation mark (Attia, 2007). In fact, some o€ th the verb such as¥ o)

Arabic researchers has identified this task asragfa * A noun suffix: On the other hand, noun suffixes
the  morphological analysis processes. The are mainly concerned with determining the

tokenization in our system extract clitics, the fixes features Of.”dmfn “person, number and gender”
and the suffixes of each word in the input sentence such as§,¢0,4,<s0.)
. Clitics can be proclitics, which are precede the 2-4. Replacing Proper Nouns

word (like a prefix) or enclitics which are follow Proper nouns such as personal names, days of

the word (llke a SUfﬁX). Enclitics for verbs in month, days of Week, country names, City nameskban
Arabic are object pronouns. Examples of clitics names, organization names, ocean names, river names
are Arabic Object Pronouns which are attached toand university names from large percentage of unsee
verbs as their objects such as (verlz+me/saya) words. Instead of translating the proper nouns, the
and Arabic possessive Pronouns which aresystem identified them and transliterated themhtirt
attached to nouns (noug+my/saya) Malay equivalents. These words are stored into the

* A verb prefix: Verb prefixes are employed in proper noun database. Thus, to process this task, t
general to specify the tense of a verb usually thesystem uses an Arabic proper noun database that has
present verb. May be a connected pronounbeen built by other researchers (Benajiba, 2009). A
(subject pronoun), such a§ €, ¢, ), or prefix sample of this database is showrTiable 1.
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Table 1. Sample of the arabic named entities Table 2. Example of the output of the morphological analysi
plia 5 _walill Arabic Features Malay
- P e Noun, S Guru
u POSS_PR,1,P Kami
2.5. Morphological Analysisand Trandation el Verb,M,S,3 Ada
L. . 4al) Noun,F,S Basikal
Arabic is a morphologically complex language. ;... Adjective, F,S Baru

The morphological analysis of an Arabic word
consists of determining the values of several _ = _ . ] )
morphological features, such part-of-speech, gender L(defined)N: (defined)ADJ ] Malay equivalent [N:
number and so on. The analysis of words in a machin R AI_}_'J]

translation system is needed to determine their = 25! hari yang kedua

syntactic and semantic properties (Papinenial.,

2002). In our system, we have designed our Fig. 2. Representation of delete definite article generatite

morphological analyzer using table lookup approach

(dictionary base(_j approach)._An example of th_e outp [N (dual form) & ends with “” or “0"] =5 +dua’ + N]
of the morphological analysis is shownTable 2, given
an input sentencept o) pdd 3)lze Ol s zass ¢
. E: le(1):

2.6. The Morphological Generator xample (1)

. . . N(dual o S Number +N dua kerusi

The main purpose of this sub phase is to produee th form) =T ) )

inflected Malay words in their correct forms. Thédalay N(dual | ¢ | Numbertclassifir | Dua buah
words may have passed from the previous sub phiase ( form) ' N kerusi

morphological analysis) to this sub phase in thiigular

form with some features. Furthermore, the following Fig. 3. Representation of dual nouns generation rule

discusses the generation rules that have beenedpiali

generate the final Malay words. Translation of gender information: Arabic nouns are

27 N either masculine or feminine. Malay nouns are no

-(- Noun directly inflected for gender. To translate the Bica

« Removing the definite article: In general, if the nouns with their gender information, First, theselfc
Arabic word contains the definite article’then we ~ nouns are classified to two types (1) person nd@ys
remove it when translating to Malay. Such &ks‘%. animal nouns to adjust them with Malay system. 8d¢co
IJ&los )" that translated to “hari yang kedua words laki-laki (male) and perempuan (female) are
panas”. The followingKig. 2) rule has been added added to Malay sentence when Arabic noun refer to

« Dual and plural forms: In case of translating dual person or words jantan and betina as in Example (2)
forms in Arabic which usually end witks&' or ‘1),
they are translated to Malay by adding the word
‘dua’ before the noun as shown in Example (1). The pelajar lelaki  'Jbld  1dklds  pelajar perempuan
following (Fig. 3) rule has been added NN N N N+N

Example (2):

In case of plural nouns, broken (irregular) pluiael
sound (regular) plurals (Masculine sound pluralmsend
in ‘50" or ‘e’ and feminine sound plural nouns end in

Generation rules of possessive pronouns: Thess rule
appear with nouns that contain possessive pronthats

k), are translated to Malay as in Example (1): are @lyour, g_s/my, seftheir, o\our, a/_his, o//her). On the
other hand, in Malay the possessive pronouns are no

Example (1): attached to noun, they are as one word that are

Number @l juw e Number+classifier  Enam (anda/your,  saya/my, kami/our,mereka/their). The

+N(plural form) +N(singular form)  buah kereta ~ following rule (Fig. 4) has been added.

Number + ol S G Number+classifier Enam . . .

N(plural form) +N(singular form)  buah kerusi  2-8. Syntactic Analysis and Generation

LSl A Ay . . .

Tﬁ?;?ﬁ;l form) S '\éfan;;?i; +N-N i:gzt_;ﬁ; Syntactic analysis deals with the order and straabd

[adverb + Jstbae Number-+classifier ~banyak a sentence (Abu Shquier, 2009). The syntactic aisaly

plural noun] +N(singular form)  Negara tries to handle a large difference of sentencetoact®ns.
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N ends with possessive PR N = Possive Example (3):
S—
pronoun pronioun o 5 (sl 1ol dia menulis surat
Sl ¢—»  kad matrik saya

If the verb contains imperfect verb begins with any
Fig. 4. Possessive pronoun generation rules imperfect characterg (— su='_g3) (1« & « ¢ < <) and the
sentence contains any imperfect adverbs such)as™
The syntactic analysis and generation of AM-TSesyst  and 4Jli”, then the sentence is translated to Malay and a
analyzes the phrasal structure and category oAthbic time adverb or a tense indicators (sedang, madéh)tis
sentence and uses the syntactic rules to tram&fekrabic  added as shown in Example (4):
sentence to the Malay sentence with right structure
The following show some of these grammatical rules
are produced from analysis of Arabic and Malayesergs. o5 gl Id,udds 1Dy Dia sedang menulis surat sekarang
Classifiers Transfer Rules: Another distinguishing s J!JlJ gl 1d_u4ld5 Dia masih menulis surat
feature of Malay is its use of measure words sy daa i ulds Dia telah menulis surat
(penjodoh bilangan). In Malay language, classifiers
(Penjodoh Bilangan) must be used when counting any
object in a sentence. These classifiers are alway§3 In the above sentences we can note that the prasoun

followed by the nouns. The correct order is: Number explicitly written” separated pronouns’, so we Stae

classifier + noun. Th? Arabic Iangugge doc_es not Usenem directly. In the other case where the pronauesot
these types of classifiers, the order in Arabic em

' ; explicitly written “connected pronouns”, we alwagiseck
*+ noun. To deals with thls.problem., we have a}dded he verb prefix and the verb suffix to get the nemithe
special feature to classify Arabic nouns in the

database, this feature have five values (typelezyp gender and the tense of the sentence, Example (5):
type3, type4 or type5). After that we have use ¢hes Example (5)
rules to generate the corresponding Malay phrases. i 108

Example (4):

The same procedures are applied to sentences with
erfect verbs.

Dia menulis surat

Number+[N1 | NP1] <= Number+Orang+[N | NP] o5 sl 1 y0lds Dia menulis surat
Number+[N2 | NP2] <= Number+Ekor+[N | NP] sl slnaly 1 Holds Mereka menulis surat
Number+[N3 | NP3] <= Number+Batang+[N | NP] oy 1do0sids Mereka menulis surat

Number+[N4 | NP4] <= Number+ Buah +[N | NP] Superlative adjectives generation rules: To

Examples of applying these rules: translate the superlative adjective in both Aratic

. . R o Malay: We classified Arabic superlative adjectives
Tiga orang polis “d‘“'” <M ﬁ"’j‘” into three categories (SADJ1, SADJ2 and SADJ3),
Tiga ekor ikan S8 el this classification is based on the number of ways
Tiga ekor rama Sdies )l their Malay Superlative adjectives equivalent are
Tiga batang pen s ladle formed, Example (6):
Tiga buah kerusi IS & s

Example (6):

Tense generation rules: Unlike Arabic verbs which . . .
are inflected for tenses, Malay Verbs are not pigd ~ 'J=w=J  SADJ1  Yang baik sekali
tense. The same form of verb can be used in afiethe 'J'éss  SADJ2  Yang paling kuat
situations. However, tense is instead denoted img i 0¥~ ~ SADJ3  Terbasar

adverbs (such as “semalam”) or by other tense |n addition, when inflected Arabic adjectives are

indicators, such as sudah “already” and belum et translated, they are first stemmed to remove itibec
To translate Arabic sentences, we impose theand then we look in the lexicon for the direct
following rules. translation of these stems.
If the verb contains imperfect verb begins with any
imperfect characterse (< so=l_g3) (I <o «s «=) and the 3. RESULTSAND DISCUSSION

sentence do not contain any imperfect adverbs asch
“Jd3J” and  “J’, then the sentence translate There are many methodologies for evaluating the
straightforward as shown in the following ExamBé: ( performance of Machine Translation system. Most of
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these strategies are based on computing some Kind o  magnitude of error in structure or meaning which
similarity score between the output of an MT systerd expressed in a hypothetical translation:
one or more reference translations. In this researe

i = Match All
have used have used two methodologies to evalbate t 9.7 - Match Most
performance of the AM-TS. The first experiment we g.5 = Match Much
evaluate our system IBLEU metric (Papinesti al., 3-4 = Match little
2002). In the second experiment human judgmentp-2 = Match none

methodology is used for evaluation. .
« Determine the correctness of the test case by

3.1. The BLUE Evaluation M ethodol ogy computing the percentage of the total scores

In this experiment we have evaluated a sample of ou  The final average score given by this method are
system and Google translation output using the BBLE shown inTable 4.
system which is online implementation of BLUE As presented iff able 4, the average score of AM-TS
algorithm. First, the evaluation procedure is donebased on the human evaluations are: 91.2% and the
sentence by sentence from the test case. We comput@verage score of Google is: 78.0%. Based on these
BLUE scores (1-gram, 2-grams and 3-grams) for all results, it is obvious that the performance of AI8-iB
sentences in a MT outputs. After that we compuge th better than Google’s which indicates AM-TS can
overall average of each n-gram BLUE scofEable 3 produce a better translation when it comes to the
presents BLUE score of Google and our system for 1-translation of simple Arabic sentences into Malay.
gram, 2-gram and 3-gram.

According to results of the iBLEU evaluation, we Table3. Experiment 1 results: The BLEU Score for google and

can assert that the AM-TS system performs bettan th AM-TS

Google in the translation of simple Arabic sentence Google AM-TS

into Malay. As shown iTable 3 the average score of 1-

gram, 2-gram and 3-gram for Google is 0.61, 0.4d an No. nl n2 n3 ni n2 n3

0.55 respectively. In fact the Google translatibi@bic S1  0.6667 0.5000 0.5000 1.0000 1.0000 1.0000
into Malay is not direct, it uses a pivot languaBest it ~ S2  0.3333  0.2500 0.2500 1.0000 1.0000  1.0000
translates Arabic to English then from English to S3 ~ 0.3333 0.2500 0.2500 1.0000 1.0000 1.0000
Malay. The use of the pivot language technique P 82223 8%288 83288 18888 18888 18888
always leads to the loss in translation quality doe ' ' ' : : '

. 1.0000 1.0000 1.0000 0.6667 0.2500 0.2500
the process of double translatiorable 3 also shows g7 10000 1.0000 1.0000 1.0000 1.0000 1.0000

that the average score of 1-gram, 2-gram and 3-fvam sg 06667 0.2500 0.2500 1.0000 1.0000 1.0000
AM-TS system is 0.98, 0.93 and 0.92 respectively. S s9  1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
based to results of 1-gram, 2-gram and 3-gram AM-TSS10 1.0000 0.5000 1.0000 1.0000 1.0000 1.0000
system is able to generate a better translation®wogle  S11  1.0000 0.5000 1.0000 1.0000 1.0000 1.0000
when it comes to the translation of simple Arabic S12 0.4000 0.1250 0.0833 1.0000 0.8333 0.6000

sentences into Malay. S13  0.5000 0.5000 1.0000 1.0000 1.0000 1.0000
S14 0.1667 0.1250 0.1250 1.0000 1.0000 1.0000
3.2. The Human Evaluation M ethodology S15 0.6000 0.1250 0.0833 1.0000 0.5000 0.5000

S16 0.6667 0.2500 0.2500 1.0000 1.0000 1.0000
Human judgment methodology is the traditional s17 0.5000 0.5000 1.0000 1.0000 1.0000 1.0000
method used to evaluate the quality of machineS18 0.5000 0.5000 1.0000 1.0000 1.0000 1.0000
translation. The following steps describe this S19 0.7500 0.6667 0.5000 1.0000 1.0000 1.0000
methodology: S20 0.5000 0.3333 0.2500 1.0000 1.0000 1.0000
: AVG 0.6125 0.4437 0.5520 0.9833 0.9291 0.9175

* Run and test AM-TS system on the selected test case
»  Compare the human translation with the system outpu Table4. The average score of human evaluation on google

» Assign a suitable score for each problem. A rarfige o and AM-TS
score between 0 and 10 While 0 indicates absolutelyMachine Translation (MT) Average score
incorrect translation, 10 indicate absolutely matth  Google 78.5
translation between 0 to 10 amounts of the AM-TS 91.2
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4. CONCLUSION Albared, M., N., Omar and A.M.J. Aziz, 2011b.
Improving arabic part-of-speech tagging through
morphological analysis. Proceedings of the
Intelligent Information and Database Systems, Apr.

20-22, Daegu, Korea, pp: 317-326. DOLl:

In this study, we have demonstrated the application
of morphological and syntactic translation rules
approach for Arabic to Malay machine translation
system. Our system (AM-TS) consists of three main 10.1007/978-3-642-20039-7 32
phases, the pre-processing phase, morphologicahimeshrky, H.A. and M.J.A. Aziz, 2012. Arabic malay
analysis and translation phase and the syntactic  machine translation for a dialogue system. J.

analysis and generation phase. Two evaluation  Applied Sci., 12: 1371-1377. DOI:
methodologies have been used to evaluate AM-TS  10.3923/jas.2012.1371.1377
system: IBLEU metric (Papinengt al., 2002) and  attia, M.A., 2007. Arabic tokenization system.

Human judgment. Based on the results, it is obvious
that the performance of AM-TS is better than
Google’s which indicates AM-TS can produce a better
translation when it comes to the translation of ca
sentences into Malay.
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