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ABSTRACT

This article proposes a new hybrid sales foreqgastiystem based on genetic fuzzy clustering and -Back
Propagation (BP) Neural Networks with adaptiverieay rate (GFCBPN).The proposed architecture ctsnsfs
three stages: (1) utilizing Winter's Exponential&ining method and Fuzzy C-Means clustering, atnadized
data records will be categorized into k cluste2su6ing an adapted Genetic Fuzzy System (MCGR&Yuzzy
rules of membership levels to each cluster wikkkieacted; (3) each cluster will be fed into patdP networks
with a learning rate adapted as the level of dusiembership of training data records. Comparegtéious
researches which use Hard clustering, this resaaseh the fuzzy clustering which capable to inerahs
number of elements of each cluster and consequemtipve the accuracy of the proposed forecaststesn.
Printed Circuit Board (PCB) will be utilized as ase study to evaluate the precision of our propegstem.
Experimental results show that the proposed modgbedforms the previous and traditional approaches.
Therefore, it is a very promising method for finahforecasting.

Keywords: Sales Forecasting, Fuzzy Clustering, Genetic Fugygstem, Printed Circuit Boards, Back
Propagation Network, Hybrid Intelligence Approach

1. INTRODUCTION Recently, the combined intelligence technique gisin
Artificial Neural Networks (ANNSs), fuzzy logic, Pécle
Introduction and related research Reliable preaict Swarm Optimization (PSO) and Genetic Algorithms
of sales becomes a vital task of business decisiofGAs) has been demonstrated to be an innovative
making. Companies that use accurate sales foregasti forecasting approach. Since most sales data arinean
system earn important benefits. Sales forecastiriipth in relation and complex, many studies tend to apjylprid
necessary and difficult. It is necessary because tihe ~ models to time-series forecasting. A combinatiomexdiral
starting point of many tools for managing the basi networks and fuzzy systems (Kuo and Chen, 2004) i
production schedules, finance, marketing plans andused to effectively deal with the marketing prohlem
budgeting and promotion and advertising plan. It is Many researchers conclude that the application of
difficult because it is out of reach regardless tio¢ BPN is an effective method as a forecasting sysiath
quality of the methods adopted to predict the fitwith can also be used to find the key factors for enitse[s to
certainty. The parameters which intervenient areimprove their logistics management level. Zhang and
numerous, complex and often unquantifiable. Chang (2009) utilized Back Propagation Neural
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networks (BPN) in order to forecast safety stodkag The data test used in this study was collectenh fro

and Huang (2010) used BPN for Sales ForecastingdBas sales forecasting case study, called Printed GiBmnérd

on ERP System. They found out that BPN can be ased (PCB) industry in Taiwan, which has been frequently

an accurate sales forecasting system. used by the other authors as a case study. The tota
The rate of convergence of the traditional back number of training samples was collected from Janua

propagation networks is very slow because it's 1999 to December 2002 while the total number dfrtgs

dependent upon the choice of value of the learrétg  samples was from January 2003 to December 2003.
parameter. However, the experimental results )
(Iranmanesh and Mahdavi, 2009) showed that theofise 1.1. PCB Sales Forecasting

an adaptive learning rate parameter during theitgi Due to the important role of Printed Circuit Board

process can lead to much better results than thc’(PCB) industry in Taiwan's economy, there are saver

traditional neural r?et\{vork model (BPN). . studies in the literature which have considered B&lBs
Many papers indicate that the system which uses th forecasting as the case studkle 1)

hybridization of fuzzy logic and neural networksnca Chang and Lai (2005) used Back Propagation
more accurately perform than the conventional sttaél Neural networks (BPN) trained by a genetic alganith
method and single ANN. Kuo and Xue (1999) proposed(ENN) to estimate demand production of Printed @irc
a Fuzzy Neural Network (FNN) as a model for sales Board (PCB). The experimental results show that the
forecasting. They utilized fuzzy logic to extradiet performance of ENN is greater than BPN.
expert's fuzzy knowledge. Chen (2003) used a mtutel Changet al. (2006) used a Fuzzy Back Propagation
wafer fab prediction based on a fuzzy back PreprintNetwork (FBPN) for sales forecasting. The opiniards
submitted to Elsevier 24 décembre 2012 Propagationsales managers about the importance of each ineué
Network (FBPN). The proposed system is construtded converted into pre-specified fuzzy numbers to be
incorporate production control expert judgments in integrated into a proposed system. They conclutiat t
enhancing the performance of an existing crisp backFBPN approach outperforms other traditional methods
propagation network. The results showed the sych as Grey Forecasting, Multiple Regression Asigly
performance of the FBPN was better than that of theand back propagation networks.
BPN. Efendigilet al. (2009) utilized a forecasting system Chang and Wang (2006) proposed a fusion of
based on artificial neural networks ANNs and Adepti SOM, ANNs, GAs and FRBS for PCB sales
Network-Based Fuzzy Inference Systems (ANFIS) to forecasting. They found that performance of the etod
predict the fuzzy demand with incomplete informatio was superior to previous methods that proposed for

A Hybrid Intelligent Clustering Forecasting System PCB sales forecasting.
was proposed (Oh and Han, 2001). It was based on Changet al. (2007) developed a Weighted Evolving
change point detection and artificial neural neksoiThe  Fuzzy Neural Network (WEFUNN) model for PCB sales
basic concept of proposed model is to obtain s@mit  forecasting. The proposed model was based on
intervals by change point detection. They foundthat  combination of sales key factors selected using GRA
the proposed model is more accurate and convetigent  The experimental results that this hybrid systeibeitier
the traditional neural network model (BPN). than previous hybrid models.

Recently, some researchers have shown that the use Chang and Liu (2008) developed a hybrid model
of the hybridization between fuzzy logic and GASd®g )56 on fusion of Cased-Based Reasoning (CBR) and

tho Genetic Fuzz;; Sys:jemf? (GTSS) (ﬁ?o:rc;mralﬁ,‘ﬁfigml) fuzzy multicriteria decision making. The experinmant
as more acctirate and efiicient resuts tan na results showed that FCBR model is superior to

intelligent systems. Orriols-Puggal. (2009) and Martinez- traditional statistical models and BPN.

Lopez and Casillas (2009), utilized GFS in varicase Changet al. (2009) developed a K-means clustering

Management. They have all obtained good results. .
This article proposes a new hybrid system basedand Fuzzy Neural Network (FNN) to estimate the reitu

on genetic fuzzy clustering using a Genetic FuzzySales of PCB. They used K-means for clustering tata
System (GFS) (Cordon and Herrera, 1997) and Backdifferent clusters to be fed into independent FNbdais.
propagation Neural Networks with adaptive learning The experimental results show that the proposetbapp
rate (GFCBPN) for sales forecasting in Printed Girc ~ outperforms other traditional forecasting modelghsas,
Board (PCB) industry. BPN, ANFIS and FNN.
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Table 1. Summarizes various methods developed for PBC salesdsting

Accuracy
Authors Year Methods Mape RMSE
Chang and Lai 2005 GA + ANN 3,13 NA
Chang and Wang 2006 Fuzzy logic + ANN 3,09 NA
Changet al. 2006 SOM+ANN+GA+FRBS 2,16 21,346
Changet al. 2007 WEFuUNN 2,11 24,909
Chang and Liu 2008 FCBR 4,82 43,385
Changet al. 2009 K-means clustering+FNN 2,19 20,287
Hadavandgt al. 2011 K-means clustering+KGFS 1,46 19,354

Esmaeil et al. (2011) proposed a novel sales will be entered into the proposed hybrid model rgzut
forecasting approach by the integration of Geneticvariable (K) (Table 2). Similar to the previous researches,
Fuzzy Systems (GFS) and data clustering to contstrucwe assume. = 0.1, =0.1 andy = 0.9.

a sales forecasting expert system. They use GFS t o
extract the whole knowledge base of the fuzzy syste %'4' Data Normalization

for sales forecasting problems. Experimental rasult The input values (K K, Kz, K4) will be ranged in
show that theproposed approach outperforms the other the interval [0.1, 0.9] to meet property of neural
previous approaches. networks. The normalized Equation 1 is as follows:

2. MATERIALS AND METHODS N; = 0.1+ 0.8*(K —min (K )) 1)

= (max (K )— min (K;
2.1. Development of the GFCBPN Model (max(®) )

The proposed architecture consists of three stages Where, K presents a key variable; presents normalized
shown inFig. 1: (1) all normalized records of data are input (Table 2), max (K) and min (K) represent
categorized into K clusters by using the fuzzy anee  Maximum and minimum of the key variables,
model; (2) the fuzzy distances from all recordsada) respectively.
to different cluster centers j(cfounded by fuzzy C- 2.5, Fuzzy C-Means Clustering
means will be introduced into independent Membershi

Cluster Genetic Fuzzy Systems (MCGFS); (3) For each | Itn hardh cIusterlrr\]g(,j c:atal IS d“{'?)e(lj Into td|st|nctt|
cluster, we train a parallel BP networks with artéag clusters, where each data element belongs o gxac

. ; one cluster. In Fuzzy C-Means (FCM) (developed b
rate adapted according to the level of cluster negstip (Dunn, 1973) and in):proved by ((Be2(1)e$< 1981F)) dat)é
of each record of training data set. ! : i

elements can belong to more than one cluster and
2.2. Data Preprocessing Stage associated with each element is a set of membership

o _ ) ) levels. It is based on minimization of the followin
Historical data of an electronic company in Taiwan gpjective function:

is used to choose the key variables, (Ko, K3) (Table 2)
that are to be considered in the forecasted model. N C
Monthly sales amount of Printed Circuit Board (PG8) I =;; qJnH X = 9‘
considered as a case of the forecasting model wiash o
been used as the case in different studies.

2
VI MK o

where, y is the degree of membership of ir the

2.3. Winter’s Exponential Smoothing cluster j, x is the I" of measured data and is the
center of the'] cluster. The algorithm is composed of
In order to take the effects of seasonality aeddr  the following steps:

into consideration, Winter's Exponential Smoothiisg
used to preliminarily forecast the quantity of PCB Step 1: Initialize randomly the degrees of membership

production. For time serial data, Winter's Expofant matrix U = [y], U®
Smoothing is used to preprocess all the histodatd and  Step 2: Calculate the centroid for each clustéf € [c]
use them to predict the production demafid.(2), which with U™®:
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Fig. 2. Comparison of forecasting results of winter's axgatial smoothing to the real number
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Fig. 3. Fuzzy inference system

Table 2. Description of input forecasting model
Input Description

Ky Consumer price index

N, Normalized Consumer price index

K, Liquid crystal element demand

N, Normalized Liquid crystal element demand

Ks PCB total production value

N3 Normalized PCB total production value

Ky Preprocessed historical data (WES)

Ny Normalized preprocessed historical data (WES)

Y’ Actual historical monthly PCB sales Data

Y Normalized Actual historical monthly PCB saledala

Table 3.Comparison of different clustering algorithms atat

distance
Clustering groups Fuzzy c-means total distance
Clustering 2 Groups 23.7904
Clustering 3 Groups 20.2777
Clustering 4 Groups 18.1477

N m
c = Zi:luij X

COXLY

appreciated parameter combination of two factorsuich
g)ism=2and =0.5.

Using fuzzy c-meanslable 3 shows that the use
of four cluster is the best among all different
clustering numbers.

2.6. Extract the Fuzzy IF-THEN Rules of
Membership Levels to Each Cluster

The degree of membership to a cluster is related
inversely to the distance from data record to thuster
center. Thus, the degree of membership to a clasea
strong dependency to the position of the clusteteze
which has to move each time a new data recorddechd
To get around this dependency, we use a kind oEten
Fuzzy Systems (MCGFS) to extract the fuzzy rules
which define the distance between the data recands
cluster. Therefore, in adding a new record dataguhe
fuzzy rules generated we can estimate the distances
between data record and cluster centers and to kisow
degree of membership to each clusters.

In recent years, fuzzy system, used for several
complex problems, has become a popular researah top

Step 3: For each point, update its coefficients of being The fundamental methodologies of fuzzy systemsare

in the clusters (§,u**%):

1

U; 2/(m-1)
e [P}
i=1

[ o

Step 4: If ||U*P -U¥||<, 0 < < 1. Then STOP;
otherwise return to step 2.

store the available knowledge in the form of fuzzy
linguistic IF-THEN rules Fig. 3). It is composed of The
Rule Base (RB), constituted by the collection désun
their symbolic forms and the Data Base (DB), which
contains the linguistic term sets and the membgrshi
functions defining their meanings (Casilkisl., 2004).

Obviously, it is difficult for human experts to
express their knowledge in the form of fuzzy IF-
THEN rules.

To cope with this problem, several approaches for

This procedure converges to a local minimum or aautomatically extracting fuzzy rules from histollica

saddle point of ] According to (Bezdek, 1981), the
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Systems, like Genetic Algorithms (GA) (Casillasal., Base (RB) is the two of the best chromosomes of the
2004; Cordon and Herrera, 1997), or Particle Swamiast population. This stage consists of the follogyi
Optimization  (PSO) (Esmin, 2007) have been gieps.

demonstrated to be a powerful tool to perform taslch

as generation of fuzzy IF-THEN rules. These apgreac )

can be given the general name of Genetic Fuzzye@gst Step 1: Encoding of chromosomes.

(GFS) (Cordon and Herrera, 1997). Each two genes present the triangular membership
This stage uses a new kind of Genetic Fuzzy Systenfunctions for input or output variables linguistegms. A
(GFS), called Membership Cluster Genetic Fuzzy chromosome is constructed from a series of genes. A
System (MCGFS), to extract fuzzy IF-THEN ruleslodt sample coded combination of fuzzy rule base as
degree of belonging (Membership levels) to clusteos chromosomes with four inputs as well as an output
each cluster, MCGFS returns the two best fuzzyvariable which present the fuzzy distance fromniraj

linguistic rules which present the distance betwdata data xto the k' cluster is shown ifig. 5.
records and cluster centers. The proposed MCGFS

consists of two general stepg. 4. Step 2: Generating the initial values.
population: (chromosomes) are randomly generated. The initial

) ) ) chromosomes generated form the first populatiggXN
Step 1: A Genetic Algorithm (GA) will be used to

Genetic learn the Fuzzy Rule Based Systemsgo, 3. caiculating the fitness values.
(FRBS). Extract for each cluster, using Genetic
Algorithm (GA), the two best fuzzy Rule Bases
(RB) of distance between training records and
cluster center.

Step 2: Particle Swam Optimization (PSO) will be "
used to tune data base of fuzzy system. This MSE(C}):£Z(Dist‘ -ouf)
proposed process, using Particle Swarm N
Optimization method (PSO), modifies the
shapes of the membership functions of where, Dist‘is the actual distance between tH& i
preliminary two best fuzzy rule bases (RB) to training element xand K' cluster center andout,
improve the precision of results. obtained from the FRBS using the RB coded % j

2.7.Genetic Rule Base Learning Process for chromosome ¢}), is the output distance between the i
FRBS (GA) training element xand K cluster center and N is the

number of training data.
The main aim of this sub stage is to extract, for

each cluster K, the two best fuzzy Rule Bases (88) step 4: Reproduction and selection.

the distances between training recordsamd cluster The roulette wheel selection (Goldberg, 1989) is
center (g). The Data Base (DB) definition constituted appjied in this stage. The two best individualsath

by uniform fuzzy partitions, with triangular generationwere copied without changes in the next
membership functions crossing a height 0.5 for inpu generation. We use a binary tournament selection
and output variables linguistic terms, is considere gscheme for the selection procedure to generatgAN
Each variable is defined by a fuzzy linguistic term 2y | pinary tournament selection, two individuate

(Binary numbers corresponding), such as, non (00),randomly selected; the better of the two is selbcte
small (01), medium (10) and large (11). For eachg parent.

cluster, all distance from each cluster centgioceach
record data xwill be introduced into independent step 5: Crossover.

(GFS) models by cluster, with the ability of fuzaye After the parameter design, two-point crossover
bases extraction. For each cluster, the derivece Rul method (Goldberg, 1989) is applied in this step.

In this step, the Mean Squared Error (MSE) is used
as the objective function to evaluate the deviatbthe
training data, which is computed as:
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Evolving fuzzy system to extract the fuzzy miles of distances between training data (Xi) and the

i
I clusters centers (Ck) [Dis (X1 = || X-C|] by using GA instage | and PS0O m stage 2.
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To accelerate the training process of networks BPN;,
we will use :m a&iﬁn’ﬁaﬁ fuzzy distance

Fig. 4. Architecture of MCGFS
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Fig. 5. Coding combination of fuzzy rule base as chromasm

Step 6: Mutation. improve the accuracy of estimates of the distances
After the parameter design, one-point mutation between training records and cluster center. The
method (Goldberg, 1989) is applied in this step. proposed tuning process is presented as follows:
Step 7: Replacement. Step 1: Defining of the search space.
The new population generated by the previous steps  The PSO algorithm works by having a search space
updates the old population. (called a swarm) of candidate solutions (calledigias).

In our case, the search space is the set of afilges
three values representing the triangles of the neeshiip
functions. The dimensionality of the search spac#5.
Each particle is represented by:

Step 8: Stopping criteria.
If the number of generations is equal to the maxim
generation number then stop, otherwise go to step 3

2.8. Tuning Process of Fuzzy Rule Bases (PSO)

In order to improve the precision of the two best P =@ B, £.& .8 ¢, b’ "a’hig' 00"
fuzzy rule bases of each cluster returned by thevab
generation method, This substage applies a tuningyhere, a¥ i ¢ jare the three parameters which define
process of fuzzy rule-based similar to the geneining . L . . i
process that was proposed by (Cordon and Herrerafhe_'”pUt triangle fuzzy m_embershm function of &
1997). The proposed tuning process uses the Rarticlvariable (%) and [o;;,b;;.¢; Jare the three parameters
Swarm Optimization method (PSO) to modify the slsape which define the output triangle fuzzy membership
of the membership functions of the preliminary th@st  function of fuzzy distance between cluster cenfeanc

Rule Bases (RB) of each Cluster. _ normalized record data X¢XX,, Xa, Xs).
The Particle Swarm Optimization Algorithm (PSO)

is a population based optimization method that find
the optimal solution using a population of partcle e e o : )
(Eberhart and Kennedy, 1995). Every swarm of PSO is _I(r;tlagf;}\'/%r;rethfis ﬁgi;gﬁ;;d \(/)\;th tr;e unr;;r::g:es.
a solution in the solution space. PSO is basically'o_i S b y
developed through simulation of bird flocking. P8@n  distributed random: p ~ U(p*,g*")Where p{*and

yield faster convergence when compared to Geneticpikr are the lower and upper boundaries of tH8 Kk

Algorithm (GA), because of the balance between dimension of the search-space. If t mod 3 = 1, thlers
exploration and exploitation in the search space i '
(Sivanandam and Visalakshi, 2009). the left value of the support of a triangular furmymber.

For each cluster fuzzy Rule Base (RB), we appIyThe triangul?r t1‘1uzz+)2/ number-is defined by the three
Particle Swarm Optimization Algorithm (PSO) to astju ~ Parametergp;,p™,§"*)and the intervals of performance
the parameters (shapes) of membership functions tare as follows:

Step 2: Generating the initial population.

,//// Science Publications 956 JCS
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l 1 Pt+1 - p + Vt+l

-ID ;,Il tr 1= t_i, += i i

PO A =R -5+ ]
PO g 1= [ _1 " +}] Until a termination criterion is met (number of
' ' 2 2 iterations performed, or adequate fithess reachgal),

1 1 to step 3.

-HZD _t+2,|y t+2,r1— t+2_7l t+2_+_7
PO R =R >R 2]

2.9. The Degree of Membership Levels (MLE

Using the two previous stages, we get six fuzgsru
as ResultsKig. 6). Each pair of rules presents the distance
between records data;{Xand a cluster center)c

In this stage, we will use the sigmoid function
(Fig. 7) to improve the precision of results and to
accelerate the training process of neural networks.

1 Then, the advanced fuzzy distance to cluster k (AF
MSE (R FNZ‘ (Dist - Out ) D,) will be presented as follow:
=1

Step 3: Calculate fitness values for each particle.

The fitness value for each particle is calculated
utiizing MSE over a training data set, which is
computed as:

_ _ . AF D, (X,) = sigmf (FuzzyDist (X ), [50, 05
where, Dist* is the actual distance between theaining

element (§ and K" cluster center (3 andout' , obtained
from fuzzy rule coded in the particlg Pis the output

_ 1
sigmf (x, [a, ¢ ]) )

distance between th8 fraining elementxand K" cluster The degree of membership levels of belonging of a
center and N is the number of training data. record X to K™ cluster (MLG (X)) is related inversely
to the distance from records datatX the cluster center
Step 4: Assign best particleR**value to §° G (AF Dy (X))
Compare each particle’s; Htness evaluation with 1
itsP™'. If the current value is better thgi, set the MLC,(X;) “AFD.(X)
P*'value to the current value ;.P Compare the <
population's fitness evaluation with the pOpUIaﬁDn ThUS, we can construct a new training Samp|ﬁ (x

overall previous best {&). If the current value is better MLC1(X;), MLCx(X), MLCs(X;), MLC4X)) for the

than §°' reset the % location to the current particle’s adaptive neural networks evaluatirigg| 1).
location.

2.10. Adaptive Neural Networks Evaluating

Step 5:Calculate velocity for each particle. Stage
The velocity of each of the particles)(For the next The Artificial Neural Networks (ANNs) concept
generation t+1 are updated as: is originated from the biological science (neurdans

an organism). Its components are connected acaprdin
o " - some pattern of connectivity, associated with défe

ViT=V+Corand (f P A L rand|). g weights. The weight of a neural connection is updat
by learning. The ANNs possess the ability to idignti
nonlinear patterns by learning from the data séie T
Back Propagation (BP) training algorithms are
probably the most popular ones. The structure of BP
neural networks consists of an input layer, a hidde

where, constants c1 and c2 represent the weightseof
stochastic acceleration terms that draw each partic
towards P*™'and ¢°"' positions. In this research, we

assume €= 2 and G= 2. layer, as well as an output layer. Each layer dostg
J and L nodes denoted. The; ws denoted as
Step 6: Update particles position. numerical weights between input and hidden layers
The particles are moved to their new positions and so is y between hidden and output layers as
according to: shown inFig. 8.
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Fig. 7. Sigmoid function, a=50 and ¢ = 0,5

In this stage, we propose an adaptive neuralmembership (ML) of each records of training data set.
networks evaluating system which consists of feural The structure of the proposed system is shoviign1.
networks. Each cluster K is associated with tff& BP The Adaptive neural networks learning algorithm is
network. For each cluster, the training sample hglifed composed of two procedures: (a) a feed forward atep
into a parallel Back Propagation Networks (BPN)wat  (b) a back-propagation weight training step. These
learning rate adapted according to the level obtels separate procedures will be explained in detaifslmsvs:
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Fig. 8. The structure of back-propagation neural netwdrthis research

Step 1: All BP networks are initialized with thensa
random weights.
Step 2: Feed forward.
For each BPN (associate to the "K cluster), we
assume that each input factor in the input layedds

noted by x y! and of represent the output in the hidden
layer and the output layer, respectively agtiand
of can be expressed as follows:

Y =f(X)) =f(wg +ZW., i
And:

_f(x ) f(Wol +ZW]|y]

=1
where, thewgand wjare the bias weights for setting
threshold values, f is the activation function ugedoth
hidden and output layers andf and y< are the

temporarily computing results before applying aatiion
function f. In this study, a sigmoid function (agistic
function) is selected as
Therefore, the actual outputg’ and o in hidden and

output layers, respectively, can also be written as

1

k
_Xv
1+e’!

ye=f(x =
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the activation function.
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And:

o =f(Y) =

1+e "

The activation function f introduces the non-linea
effect to the network and maps the result of copan
to a domain (0, 1). In our case, the sigmoid fuorctis
used as the activation function:

f(t) = —7_1, fr=f(1-f)

The globate output of the adaptive neural networks
is calculated as:

Y (MLC,(X,) x0)
3 MLC, (X))

As shown above, the effect of the outmfton the

global output pis both strongly and positively related to the
membership level (ML of data record Mo K" cluster.

Step 3: Back-propagation weight training. The error
function is defined as:

18, 18,
5;32—*2;(1} 9Yf

where, t is a predefined network output (or desired output
or target value) andiés the error in each output node.
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The goal is to minimize E so that the weight intelek

is accordingly adjusted and the final output cartcima
the desired output. The learning speed can be wepro
by introducing the momentum terem Usually,n falls in
the range [0, 1]. For the iteration n and for RPN
(associated to "kcluster), the adaptive learning rate in
BPN, and the variation of weightsw, can be expressed
as:

_ MLC,(X))
> MLC, (X))

k

Aw, (n+1)=n, xAw, (n)+ax

ow,(n)

As shown above, we can conclude that the variation

of the BPN network weights ¢ and wj) are more

important as long as the the Membership Level (MLC
of data record Xto K" cluster is high. If the value of
Membership Level (ML¢) of data record Xto Kn
cluster is close to zero then the changes in Bitivork
weights are very minimal.

The configuration of the proposed BPN is
established as follows:

*  Number of neurons in the input layer: | = 4

*  Number of neurons in the output layer: L = 1
» Single hidden layer

*  Number of neurons in the hidden layer: J = 2
* Network-learning rule: delta rule

e Transformation function: sigmoid function

* Learning raten = 0.1

*  Momentum constant: = 0.02

e Learning times: 15000

3. RESULTS

3.1. Constructing GFCBPN Sales Forecasting
ES

Table 4. The forecasted results by GFCBPN method

Month Forecasted values Actual values
2003/1 638,749 649,066
2003/2 443,585 466,750
2003/3 633,837 633,615
2003/4 675,897 693,946
2003/5 747,220 785,838
2003/6 686,641 679,312
2003/7 724,807 723,914
2003/8 754,198 757,490
2003/9 826,618 836,846
2003/10 849,560 833,012
2003/11 874,510 860,892
2003/12 895,338 912,182

Table 5. The forecasted results by KGFS methods

Month Actual values KGFS forecasts
03/1 649,066 645649.2
2003/2 466,750 462041.4
2003/3 633,615 636362.1
2003/4 693,946 701704.2
2003/5 785,838 799244.6
2003/6 679,312 678026.7
2003/7 723,914 730172.5
2003/8 757,490 755321.4
2003/9 836,846 848193.6
2003/10 833,012 852101.9
2003/11 860,892 849898.4
2003/12 912,182 852563.3

Table 6. The forecasted results by FNN methods

Month Forecasted values (FNN) Actual values
2003/1 584,901.9 649,066
2003/2 483,872.3 466,750
2003/3 713,874.6 633,615
2003/4 711,356.1 693,946
2003/5 769,881.6 785,838
2003/6 684,634.5 679,312
2003/7 721,192.4 723,914
2003/8 770,609 757,490
2003/9 817,423.4 836,846
2003/10 851,827 833,012
2003/11 884,484.1 860,892
2003/12 912,129.1 912,182

Our proposed system (GFCBPN) has three stages:

first, all normalized records of data are categediz

The proposed GFCBPN system was applied as case

into k clusters by using the fuzzy c-means model.to forecast the sales data of the PCB. The resubs
Secondly, using a Genetic Fuzzy System (GFS),presented ifable 4.

extract the fuzzy rules of membership levels toheac
cluster. Finally, for each cluster, we train a pleteBP
networks with a learning rate adapted accordinthéo
level of cluster membership of each record of firagn
data set.

///// Science Publications
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Using Membership Cluster Genetic Fuzzy System
MCGFS Fig. 4) of cluster 1, cluster 2, cluster 3 and
cluster 4, the fuzzy rules of membership levelsach
cluster will be extracted and the results are
summarized irFig. 6.
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Fig. 15.The performance improvement of GFCBPN after usigd@nd sigmoid function

Table 7. The forecasted results by Winter's method

Table 9. The forecasted results by RBFNN method

Month Forecasted values Actual values
2003/1 649,700.0 649,066
2003/2 465,219.0 466,750
2003/3 623,542.0 633,615
2003/4 681,530.0 693,946
2003/5 783,733.0 785,838
2003/6 693,935.0 679,312
2003/7 753,675.0 723,914
2003/8 800,210.0 757,490
2003/9 949,143.0 836,846
2003/10 1,019,900.0 833,012
2003/11 1,100,546.0 860,892
2003/12 1,189,945.0 912,182

Table 8. The forecasted results by BPN's method

Month Forecasted values Actual values
2003/1 622,402.3 649,066
2003/2 456,226 466,750
2003/3 618,346 633,615
2003/4 669,445.5 693,946
2003/5 795,971.6 785,838
2003/6 682,646.4 679,312
2003/7 741,996.5 723,914
2003/8 789,756.8 757,490
2003/9 945,738.1 836,846
2003/10 1,006,899 833,012
2003/11 1,077,823 860,892
2003/12 1,141,621 912,182
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Month Forecasted values Actual values
2003/1 574,952 649,066
2003/2 465,762 466,750
2003/3 634,449 633,615
2003/4 693,809 693,946
2003/5 785,878 785,838
2003/6 678,838 679,312
2003/7 723,553 723,914
2003/8 759,976 757,490
2003/9 875,283 836,846
2003/10 800,874 833,012
2003/11 860,366 860,892
2003/12 905,347 912,182

3.2. Comparisons of GFCBPN Model with Other
Previous Models

Experimental comparison of outputs of GFCBPN
with other methods show that the proposed model
outperforms the previous approachdakle 4-9 and
Fig. 9-14. We apply two different performance measures
called Mean Absolute Percentage Error (MAPE) and
Root Mean Square Error (RMSE), to compare the
GFCBP N model with the previous methods, i.e., KGFS
KFNN, FNN, WES, BPN and RBFNN:
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Table 10.History of PCB sales forecasting

Accuracy

Authors Year Methods Mape RMSE
Chang and Lai 2005 GA + ANN 3,13 NA
Chang and Wang 2006 Fuzzy logic + ANN 3,09 NA
Changet al. 2006 SOM+ANN+GA+FRBS 2,16 21,346
Changet al. 2007 WEFuUNN 2,11 24,909
Changand Liu 2008 FCBR 4,82 43,385
Changet al. 2009 K-means clustering+FNN 2,19 20,287
Hadavandgt al. 2011 K-means clustering+KGFS 1,46 19,354
GFCBPN 2012 Fuzzy clustering+GFCBPN 1,85 17,049

‘yt _p!‘ clustering) which permits each data record to bgltm

N
MAPE = 100><%Z

Y each cluster to a certain degree, which allowsthsters
t=1 t

to be larger which consequently increases the acguof
forecasting system results.
[Ty Another advantage of our system is that it uses a
RMSE= ﬁ;(Yt “R7J kind of Genetic Fuzzy System (GFS), called MCGFS,
which allows estimation of the degree of memberstiip
where, Ris the expected value for period t, ¥ the each data record to each cluster with no depeneemnai
actual value for period t and N is the number ofquks. the position of the cluster centers.

As shown inFig. 15 the use of MCGFS enhanced We applied GFCBPN for sales forecasting in Printed
by the sigmoid function in the proposed acupunctureCircuit Board (PCB) as a case study. The results
(GFCBPN) has better precision results than theaise demonstrated the effectiveness and superiorityhef t
the fuzzy c-means clustering in the test stage. BHC GFCBPN compared to the previous approaches
has made 1,7 as MAPE evaluation and 1820 as RMSkegarding MAPE and RMSE evaluations. Other
evaluation. Therefore, the forecasting accuracy ofacademic researchers and industrial practitioneay m

GFCBPN out performs the previous approachesfing these contributions interesting.
regarding MAPE and RMSE evaluations which is
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